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approximately 50% in the quantitative nature of the PLIF measurements, and results in

concentration images that are nominally as quantitative as a single LSF point

measurement. Furthermore, these experimentally-based PLIF correction procedures can

be applied to other species, including radicals, for which no experimental data are available

from which to implement numerically-based PLIF enhancement procedures.



CHAPTER1

INTRODUCTION

1.1 Background

Planarlaser-inducedfluorescence(PLIF)is anonintmsiveopticaldiagnostictool

for makingmeasurementsof temperature,pressure,velocityor concentration.The

primaryadvantageof PLIFoverotherfluorescence-baseddiagnosticsis thatit provides

two-dimensional,spatiallyresolveddata,i.e., animageof themeasuredparameter.PLIF

measurementsachievehightemporalandspatialresolutionvia theuseof pulsedlasersand

intensified-charge-coupled-device(ICCD)detectors,respectively.Becauseof this high

temporalandspatialresolution,PLIFconcentrationmeasurementsareimmediately

quantitativein timeandspace.However,obtainingaquantitativespeciesconcentration

image from a raw PLIF image requires correcting that image for errors associated with

variations in the Boltzmann fraction, the overlap fraction and the electronic quenching rate

coefflcient. These measurement parameters depend to varying degrees on the local

temperature, pressure, major-species concentrations, and their associated electronic

quenching cross-sections. Of the three measurement parameters, correcting for the

influence of variations in the electronic quenching rate coefficient is the most difficult, and

represents the primary limitation to realizing quantitative PLIF imaging of species

concentrations (Hanson et al., 1990). Because of this difficulty, PLIF concentration

imaging is most often used as a qualitative diagnostic.

Recent improvements in both the measurement of electronic quenching cross-

sections at flame temperatures (Drake and Ratcliffe, 1993) and the modeling of electronic

quenching rate coefficients (Paul et al., 1993) allow for improved PLIF concentration

images. These improvements can be used to implement numerically-based correction
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schemes(Paulet al., 1994)whichenhancethequantitativenatureof PLIF concentration

images.However,in additionto electronicquenchingcross-sectionsfor themajor

species,theseadvancedcorrectionschemesrequirespatially-resolvedmeasurementsof the

major-speciesconcentrations.Althoughsuchmeasurementscanbemadein reactingflows

(e.g.,CarterandBarlow,1994),theyrequireextensiveif notuniqueexperimental

resources.Moreover,therequisitemajor-specieselectronicquenchingcross-sectionshave

beenmeasuredfor only a limited number of probe species. Hence, the general

implementation of numerically-based correction schemes for PLIF measurements would

require a significant lead time for cross-section measurements and model validation.

Consequently, the applicability of numerically-based correction schemes is limited both in

terms of the number of researchers with the resources necessary for their implementation,

as well as the number of probe species for which they may be implemented.

1.2 Content of Report

The objectives of this study are: (1) to experimentally assess the quantitative

nature of uncorrected PLIF measurements of nitric oxide (NO) concentration ([NO]); (2)

to develop experimentaUy-based procedures for enhancing the quantitative nature of PLIF

[NO] images; and (3) to experimentally evaluate the effectiveness of the proposed

experimentally-based PLIF enhancement procedures.

The study is performed by making PLIF measurements of [NO] in an atmospheric

pressure C2H6/O2/N_ inverse diffusion flame (IDF). NO is an environmentally-important

species because of its role in the production of photochemical smog and in the destruction

of stratospheric ozone. The primary basis for using an IDF is that it provides a very harsh

environment for implementation of PLIF concentration imaging. This is due to the

accompanying wide range of temperatures, stoichiometries and major-species

concentrations. Hence, the IDF provides a worst-case scenario for PLIF assessment and

enhancement. However, since the extent of knowledge concerning IDFs is so limited,

these measurements also further the IDF-knowledge data base.

In the following chapter, a chemiluminescent-based study of NO formation in a

laboratory-scale, staged-air burner is presented. Staged-air combustion is a combustion
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schemefor low-NOemissionsincorporatinginversediffusionflames.This is a practical

study applicable to the industrial furnace community, and was used to gain an initial

knowledge of IDFs (Partridge and Laurendeau, 1995b).

The PLIF literature is reviewed in Chapter 3, including a basic discussion of the

measurement theory. The review generally covers PLIF temperature, pressure and

velocity measurements with an emphasis on quantitative PLIF concentration

measurements. Fluorescence theory, including linear PLIF as well as laser-saturated

fluorescence (LSF), is rigorously developed in Chapter 4. This chapter includes the

development of a novel formulation of the overlap fraction which affords a clear physical

description of the spectral interaction between laser radiation and an absorption line

(Partridge and Laurendeau, 1995a). Chapter 5 is a detailed presentation of the

experimental apparatus used for making LSF and PLIF measurements of [NO] in the IDF.

The PLIF/LSF laboratory was developed during the course of this work and has the

capability of permitting separate or simultaneous PLIF and/or LSF measurements in a

variety of atmospheric pressure flame environments. This chapter includes work

concerning the development of optimum concentration and tuning curves for two new

research-grade laser dyes which were used in subsequent experiments (Partridge et al.,

1994). Chapter 5 also includes the presentation of a unique axial inverse-diffusion-flame

burner (AIDF) which we developed for use in the PLIF studies. In addition to producing

IDFs, this burner has been used for normal-diffusion-flame and partially-premixed-flame

studies in our laboratory.

In Chapter 6 we present an experimental assessment of O2 interferences on

fluorescence-based measurements of [NO] in atmospheric and high-pressure

environments. Optimum excitation and detection schemes are determined for both

narrow-band (i.e., LSF) and broad-band (i.e., PLIF) detection strategies applicable to

fluorescence-based measurements. These optimum measurement schemes are determined

based on excitation and detection scans in uncooled, fuel-lean methane flames with

nitrogen and argon dilution. Five candidate filtering schemes are assessed for broad-band

detection measurements, and assessment parameters are formulated to evaluate the
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influenceof variousexcitation/filtercombinationson interferencerejectionandthe

detectionlimit.

ThePLIF assessment,includingthedevelopmentandevaluationof experimentally-

basedPLIF enhancementprocedures,is presentedin Chapter7. Correctionof PLIF

imagesfor theinfluencesof theBoltzmannandoverlapfractionsisrelatively

straightforwardcomparedto thatfor theelectronicquenchingratecoefficient. Moreover,

theinfluencesof theBoltzmannandoverlapfractionsareaccountedfor in the

experimentally-basedenhancementprocedures.Hence,thequantitativenatureof the

uncorrectedandexperimentally-enhancedPLIF imagesareassessedrelativeto the

degradationdueto only theelectronicquenchingratecoefficient. ThePLIF imagesof

[NO] areassessedby comparisonto anarrayof LSFpoint measurements.

ExperimentaUy-basedPLIF correctionprocedureswhichuseoneor moreof theLSFpoint

measurementsassecondaryinputsaredevelopedfor variousgeneraltestenvironments.

Theseexperimentally-basedproceduresareassessedusingthesamearrayof LSFpoint

measurements.Theconclusionsandrecommendationsfor futurePLIFdevelopmentand

applicationarepresentedin Chapter8.



CHAPTER2

CHEMILUMINESCENTMEASUREMENTSOF NITRIC OXIDE FORMATION

BY INVERSEDIFFUSIONFLAMES IN STAGED-AIRBURNERS

2.1 Introduction

To characterizeNO formationby inversediffusionflames(IDFs),initial

measurementsweremadeby usingachemiluminescence-basedprobe-samplingtechnique.

This techniquewasusedto makeintegrated[NO] measurementsin thepost-flameregion

of a staged-aircombustorfor variousoperatingconditions. In additionto elucidatingthe

dependanceof NO formationoncombustoroperatingparameters,thisstudysuggested

regionswithin theIDF whereNO formationis maximized.Moreover,this initial study

wasusefulfor evaluatingtheutility of thestaged-aircombustorin investigationsto assess

thequantitativenatureof PLIF [NO] imagingandto developandevaluateexperimentally-

basedPLIF enhancementprocedures.Theresultsof thiswork werereportedby Partridge

andLaurendeau(1995b).

Thedetrimentaleffectsof nitric oxideemissionshaspromptedtheneedfor less

pollutingcombustionstrategies.Staged-aircombustionis acandidatetechniquefor

producingultra-low-NOxburnersfor furnaces(Garg,1994). Thisapproachretainsthe

practicalandsafetybenefitsof non-premixedcombustionwhileminimizingtheresidence

time of thecombustiongasesin hightemperaturestoichiometriczoneswhereNOx

formationis high(Correa,1992). In a staged-airburner,secondaryair is added,in an

annularmanneror bydiscretejets, downstreamof aprimaryfuel-richcombustionzone

(Garg,1994;BabcockandWilcox, 1978). Thesecondaryair usedto drivethe

combustionfrom fuel-richto fuel-leancreatesIDFs. Clausing(1991)hasreviewedthe

IDF literatureanddiscussesdifferencesin thephysicsof IDF andnormaldiffusionflame



(NDF) combustion. Comparedto NDFs,IDFs arecoolerandrequireonetenththe

entrainmentfor agivenequivalenceratio (Clausing,1991). How thesedifferences

influenceNOx formationhasyetto beinvestigated.

To minimizeNOxformationin burnersvia staged-aircombustion,afundamental

investigationof NOx formationby IDFs isrequired. Thepresentchapteruses

chemiluminescentanalysisof exhaustgasesto investigatebulk NO andNOx emissions

throughtheIDF driventransitionfrom fuel-rich(d_=1.55)to overallfuel-lean(qbo=0.5)

combustionfor arangeof discretejet configurations(diameterandimpingementangle).

This strategycanbeusedto identifythesignificantparametersfor minimizingNO

formationin a staged-airburner,andto identify globalNO trendsin therich-to-lean

transition.

2.2 ExperimentalApparatus

A schematicof thestaged-airburneris shownin Fig.2.1. Theapparatusis the

sameasthatdescribedby Clausing(1991).Primaryfuel-rich(qb=l.55)ethane/air

combustionwasprovidedby a2.5cm square,low-density,Henckenflat-flameburner.

TheHenckenburnerwasfitted with achimneyto isolatethecombustionproductsfor

approximately30cm downstreamof theburnersurface.We estimatedtheprimary

combustiontemperatureto beapproximately1800K andmeasuredanaverageprimary

combustionexhausttemperature,attherakeposition,of 913K. Eachof thetwo stainless

steelsidewalls of thechimneyhadaroundstainlesssteeltubepassingthroughits

longitudinalcenterline,approximately2.5cmfrom theburnersurface,andtilted vertically

in thedownstreamdirection(0--45° or 70° w.r.t, thechimneywall normal). Air injected

throughthesetubesreactedwith thefuel-richprimarycombustionproductsforming IDFs.

Thechimneywallswith 70°jets couldaccommodate2.16mm and4.57mm I.D. jet tubes

(1/8and 1/4in. O.D.,respectively)while thosewith 45° jets couldaccommodate2.16

mm, 4.57mm and7.75mmI.D. jet tubes( 1/8, 1/4and3/8 in. O.D.,respectively).This

providedfive uniqueburnerconfigurations.Thefront chimneywall wasquartzto allow

observationof theflameswhile thebackwall wasstainlesssteel. All construction



0

Stainless
steel

Hencken
burner

...... Flame
front

Secondary
air

Figure 2.1 Schematic of the staged-air burner.



interfacesweresealedeitherwith graphitegasketmaterialandclampingpressureorwith

hightemperaturecementto preventleakage.

All gasvolumeflow ratessuppliedto theburnerweredeterminedbyrotameter

readings.Eachrotameterwassuppliedwith asufficientlyhighregulatedpressureto

ensurechokedflow acrosstheneedlevalvedownstreamof therotametertube. The

rotarneterswerecalibratedundernormaloperatingconditionsusingadry testmeterand

convertedto standardconditions. Theprimary andsecondary(jet) airwerecompressed

on-sitefrom theatmosphereanddriedusingthreein-line chambersfilled with a

hydrophilicmaterial(Dry Rite).

2.3 Sampling/AnalyzerSystem

In this study,atwo-dimensionalrakewasusedto spatiallyaveragetheexhaust

from thebumerassembly.Novelprobedesignshavebeeninvestigatedby Drakeet al.

(1987)whichfreezeall chemicalreactionsandwhichcanbeusedfor quantitativein situ

species analysis near the reaction zone. Because the present work samples the exhaust

well away from the high temperature flame front, a rake design to freeze reactions was not

necessary. The rake was fabricated from loosely-coiled, blinded 1/8" O.D. stainless steel

tubing with radial sampling slots. The rake was positioned approximately 38 mm inside

the chimney exhaust, and the rake sample to exhaust volumetric flow ratio was maintained

at less than 0.06 throughout the experiments. These two considerations ensured that the

sample was from the exhaust and not from the room air.

A schematic of the sampling system is shown in Fig. 2.2. Considerations pertinent

to chemiluminescent sampling system design and error have been investigated elsewhere

(e.g., Matthews et al., 1977; Tidonna et al., 1988; Zabielski et al., 1984). The sampling

system used in this investigation was heat traced and instrumented with thermocouples to

control and monitor the sample gas temperature. Resistance heaters maintained the

exhaust sample above its dew point. Vacuum line pressures prior to exhaust gas dilution

provided additional guard against condensation. The exhaust sample was sufficiently

diluted with preheated dry nitrogen to ensure that the dew point at atmospheric conditions

was below the ambient temperature. The mixture was drawn through a mixing can by a
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teflon-diaphragm pump (Thomas model 2737CM39 TFEL). Rotameters, calibrated at

operating conditions, were used to determine the volumetric flow rates of the diluent and

total exhaust/diluent mixture. From these values, the volumetric sampling rate of the rake

could be determined.

The mixture was sampled by a Thermo Environmental Instruments Model 42

chemiluminescence NO-NOz-NOx analyzer. The NO measurement scheme is based upon

standard NO-O3 kinetics (Clyne et al., 1964). By mixing ozone (03) with the sample, all

NO is converted to electronically excited NO2. The electronically excited NOz relaxes via

radiative decay or collisional quenching. A thermoelectrically cooled photomultiplier tube

(PMT) is used to monitor the chemically-induced radiation. The PMT signal is

proportional to the NO concentration in the reaction chamber. Quenching or non-

radiative de-excitation is minimized by operating the reaction chamber at low pressures.

To measure total NOx, the sample is diverted to a converter prior to entering the reaction

chamber. In the high temperature (-325 °C) molybdenum converter, any NO2 in the

sample is converted to NO via 3NO: + Mo - 3NO + MoO 3. The PMT signal from this

converted sample, once in the reactionchamber, is proportional to the total NOx. By

alternately removing and inserting the converter in the flow path, the NO and NOx

concentrations can be measured. The NO2 concentration is then determined internally as

the difference in the two signals.

2.4 Experimental Procedure

A sequence of NO, NO2 and NOx measurements was taken at nine stoichiometries,

from overall fuel-rich to overall fuel-lean, in five burner configurations. Variations in

burner configuration were implemented by changing the secondary-air-jet diameter and/or

impingement angle. Prior to taking NOx data, the burner and sampling systems were

allowed to reach a steady-state operating temperature. Existence of this steady state

condition was verified by temporally monitoring the various thermocouple ports. During

this warm up period, the NOx analyzer's zero and span were set using standard gases.

Each experimental run consisted of measuring NO, NOz and NOx concentrations

in the diluted exhaust at nine uniformly spaced, overall equivalence ratios from 1.55 to
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0.50,astabulatedin Table2.1. Theoverallequivalenceratiowasdefinedasthatwhich

wouldresultfrom premixedcombustionwith theethaneandnetair (primaryplus

secondary)for agivencase.TheprimaryC2H6/aircombustionwasmaintainedconstantat

d?=1.55andatotal volumetricflow rateof 12.0SLPM. Theoverall equivalenceratiowas

incrementallydrivento 0.50by increasingthevolumetricflow rateof thesecondary-jetair

from zeroto 23.0SLPM. Thisproducedmaximumambient-conditionReynoldsnumbers

of 22700,10700,and6330for the2.16mm,4.57mm and7.75mm I.D. jets,respectively.

Steady-stateoperationat eachoverallequivalenceratiowasspecifiedasthatpoint at

whichtheNOx readingwaswithin approximately3%of the5-minuteaverage.

Theburnerassemblywasactivelymonitoredto ensurethatthechimneyhadno

leaks,whichwouldcompromisetheoverallequivalenceratio. Followingeach

experimentalrun, theNOxanalyzerwasexposedto thezeroandspangasesto ensurethat

theintegrityof thecalibrationhadbeenmaintained.Themaximumdrift in thezeroand

spancalibrationwas0.001ppmand1.5%,respectively.

Concentrationvalues,in partspermillion (V/V), displayedbytheNOxanalyzer

werepre-processedinternallyusingfactorsdeterminedby thezeroandspancalibration

procedure.Postprocessingof thedatawasusedto accountfor nitrogendilution of the

rakesample,to referenceall runsto a well-definedcontrol case,andto convertto an

emissionindexbasis.The dilution correctionfactorconsistedof theratioof thetotal

(sampleplusdiluent) torakevolumetricflow rateandwasdeterminedindependentlyfor

eachdatapoint to accountfor fluctuationsin thesamplepumprate. Thiscorrectionwas

appliedto theconcentrationvaluesdisplayedby theNOx analyzerusing

NO. - _.NO j,a , (2.1)
J f,,r_f,

where NOj is the exhaust concentration (of NO, NO2 or NOx), NOj.d is the displayed

concentration, "v'Tis the total volumetric flow rate, and VD is the diluent volumetric flow

rate.
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Table2.1. Calculatedmolecularweightsof theundilutedexhaustmixtureatthenine
overallequivalenceratiosinvestigated.

(_o MT

1.55 25.22

1.41 25.88

1.27 26.59

1.13 27.36

1.00 28.12

0.87 28.21

0.74 28.30

0.61 28.39

0.50 28.47
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For eachburnerconfiguration,theqb=l.55caseconsistedof primarycombustion

only (nosecondaryair) andthusservedasacontrolfor referencingtheindividual

measurements.At this fuel-richequivalenceratio, little or nooxygenisavailable

following combustionto oxidizetheNO to NO2. Thus,theNO andNOxvalueswere

expectedto beequivalent,within theuncertaintyof themeasurements.Thiswasverified

by ourexperimentalresults.Thecontrolreferencevaluewaschosenastheaverageof the

combinedNO andNOxresultsfrom thefive controlcases(d_=1.55),andwasfound to be

58.7ppmwith asamplestandarddeviationof 2.3ppm. Referencingwasappliedateach

overall equivalence ratio of a given configuration by using

NO j_. = NO j- (NO j,c- 58.7) , (2.2)

where NOj,r is the reference-corrected exhaust concentration, NO t is obtained from

Eq. (2.1) and NOj,c is the control concentration for the specific burner configuration.

Expressing concentrations in terms of an emission index eliminates the dilution

effects associated with the excess air required to drive the combustion to overall fuel-lean

conditions. The conversion of concentration values from parts per million (V/V) to an

emission index (g NOj/kg fuel) is accomplished via

MWNo, NOjr [ 16.66 MWA ]
= - " 1 + , (2.3)

EINOj MWr(d_:) 1000 dOo MWp

where MWNo 2, MWT(qb o ), MWA and MW F are the molecular weights of NOz, the

undiluted exhaust mixture, air and ethane, respectively, and qbo is the overall equivalence

ratio. Notice that this formulation follows the standard procedure of using the molecular

weight of NO_ for all emission index calculations. The molecular weight of the undiluted

sample was determined at each overall equivalence ratio based on the equilibrium

composition of ethane/air combustion at the specified stoichiometry and 1000 K. Table

2.1 lists the nine overall equivalence ratios investigated, along with the calculated

undiluted sample molecular weight at each overall equivalence ratio.
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No correctionswereappliedto accountfor differencesin thequenchingof the

electronicallyexcitedNO,_duringnormaloperationrelativeto thatexistingduring

calibration. Theexhaustsamplewasdilutedapproximately11to 1with nitrogenand

henceviscositydifferences(Zabielskiet al., 1984)betweenthedilutedsampleandthe

calibrationgaswereexpectedto beminimal. Usingquenchingtheory(Matthewset al.,

1977)andcalculatedequilibriumexhaustconcentrations,themaximumquenchingerror

wasestimatedto be+5%. The reaction chamber pressure was monitored and found to be

constant at 579.1 + 5.1 mm Hg Vac. (22.8 + 0.2 in. Hg Vac.) throughout all experiments.

2.5 Results

Initial experimental investigations were conducted to determine the experimental

repeatability and to evaluate the influence of interfering effects on the measured data. An

emission index uncertainty, due to the finite experimental repeatability, was formulated

using the standard deviation (o=2.3 ppm) in the dilution corrected NO and NOx

concentrations over the five control runs mentioned previously. Assuming 2o (95%

confidence limit) uncertainty in the dilution corrected readings and propagating this value

through Eqs. (2.2) and (2.3), the absolute uncertainty in the emission index is found to be

2.3 (8) la EINO i

6EINOj = NOj. r

(2.4)

Equation (2.4) gives an average uncertainty in the emission index of approximately 10%.

The interfering effect of primary concern was the interaction between the relatively

cool chimney walls and the IDFs, and the potential influence of this interaction on NOx

formation. Direct contact between the IDF-front and the chimney walls lowers the peak

temperature in the contact region. The thermal NOx mechanism, which dominates in non-

premixed combustion (i.e., IDFs and NDFs), has a rate which increases with temperature

and which is particularly temperature sensitive (Correa, 1992). Hence, if wall effects are

significant, they would be expected to decrease NOx formation.
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To investigatethemagnitudeof possiblewall effects,resultsfrom burner

configurationswith varyingdegreesof IDF/waUinteractionwerecompared. In separate

experimentalrunsusingoneandtwo 1/8"O.D.jetsat 70°, thesinglejet configurationwas

observedto havemorewall/jetcontactfor qbo>l.However,in thisoverallequivalence

ratiorange,the singlejet configurationproducedslightly largerEINOx. Althoughthe

differencein theEINOxbetweenthetwoconfigurationswaswithin thecalculated

uncertainty,theresultswererepeatable.ThisbehaviorcontradictstheexpectedEINOx

trendsresultingfrom wall interferingeffects.Similarresultswerefoundin a second

investigationwhichcomparedtwo 1/8"O.D.jets at70° and45°, for whichthe45°

configurationwasobservedto havea higherdegreeof wall/jet interaction.Thesetwo

studiesbothindicatethatanywall interferingeffectsarenot observablein our

experimentalinvestigation.

Figure2.3 showstheEINO andEINOx resultsfor two 1/8" O.D.70° jets. The

trendsof Fig. 2.3 aregenerallyrepresentativeof theresultsfrom otherburner

configurations.Sincethemotivationis to investigatetheprocessof drivingprimaryfuel-

richcombustionto overallfuel-leanviasecondaryair injection,thedataaretypically read

fromhigh to low overallequivalenceratiosor from fight to left in Figs.2.3,2.4and2.5.

TheNO andNOxresultsareequivalentin theoverallfuel-richregionwith theEINO and

EINOxcurvesdivergingin theoverallfuel-leanregionasmoreoxygenis availableto

oxidizetheNO to NO2. TheEINOx graduallyincreasesasthecombustionis drivenaway

from thecontrolcase(qb=1.55),experiencesalargeincreasenearoverallstoichiometric

conditions,andreachesanapproximateplateauby d_o-0.9.

Resultsfrom two 1/8"andtwo 1/4" O.D.70° jets arecomparedin Fig. 2.4.

Althougherrorbarsareshownfor only onecurve,theerrorat agivenoverallequivalence

ratioappliesto bothEINOx curves. The EINOx curves follow the same general trends as

in Fig. 2.3, and are equivalent within error limits except at d_o=1.13. Ultimately, the NOx

concentration at the extreme overall fuel-lean stoichiometry or qbo=0.50 is the figure of

merit for any burner configuration. At this limit, Fig. 2.4 indicates no substantial

difference between the 1/8" and 1/4" O.D. jets. Similar results are obtained for two 1/8",
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Figure 2.3 NO and NOx emission indices from experimental runs using two 1/8" O.D.
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two 1/4" andtwo 3/8" O.D. 45° jetsasshownin Fig.2.5. Thefull datafor thefive

combustorconfigurationsis tabulatedin AppendixA.

Figures2.4and2.5alsoshowtheEINO dataat overallequivalenceratiosof 0.61

and0.50. TheseresultsindicatethattheNO oxidationrateincreaseswith decreasingjet

diameter.Thisburner-geometry-specificbehaviorindicatesthattheoxidationof NO is

occurringin theburnerandnot in thesampleline. TheseEINOandEINOxresults

demonstratethatalthoughthevalueof EINOxmayberelativelyconstant,theNO

producedat theflame front is oxidizedto NO2to greaterdegreesby smallerjets. This

enhancedconversionof NO to NOzbythesmallerjets indicatesmorerapidmixingof the

secondaryair andprimary combustionproducts(Tidonaet al., 1988).

2.6 Discussion

Figures2.4and2.5 showthatjet diameter,andhenceinitial jet velocity, does not

significantly influence NO and hence NOx formation in the fuel-lean driven limit (qbo=0.5).

Recall that the volumetric flow rate of the secondary-air at a given overall equivalence

ratio (e.g., flbo=0.5) is a constant, independent of the diameter of the air jets used in a

specific burner configuration. Hence, initial jet velocity scales inversely with jet diameter

squared. Therefore, it is apparent from our results that NO formation must occur at a

point in the burner where there is little direct influence of the initial jet velocity.

The work of Turns and Myhr (1991) suggests that the majority of NO in NDFs is

formed in large homogeneous eddies at the flame tip. This location in the flame should

produce large amounts of NO because of the near overall stoichiometric conditions, high

temperatures and large residence times (the time required for a stoichiometric mixture to

pass through the visible flame) (Turns and Myhr, 1991). The flame tip also corresponds

to a position along the NDF where the initial fuel-jet velocity has minimal direct influence.

This NDF behavior is consistent with our IDF results described earlier. Thus, it appears

that IDF and NDF behavior are similar withrespect to the lack of a direct correlation

between NO formation and initial jet velocity. Moreover, any apparent correlation

between NO formation and initial jet velocity may actually be occurring through some

secondary parameter(s) such as the mixing rate and/or the residence time.
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Althoughourresultsindicatenosignificantdirectinfluenceof jet diameteronNOx

emissions(at qbo=0.50),a secondaryinfluenceof jet diameterwith respectto themixing

betweensecondaryair andprimaryproductshasbeenobserved.Systematicchangesin

theEINOx vs.qboslope(Figs.2.4and2.5),correspondingwith thetransitionto different

mixingregimes,indicatethatmixing is animportantparameterin optimizingthestaged-air

combustionprocess.This isevidentfrom a comparisonof theEINOx resultsandthe

flamestructureat eachoverallequivalenceratio for theindividualconfigurations.In our

work, severaluniqueflow regimeswereobservedandaredepictedin Fig. 2.6:(1) laminar

separateor combinedjets; (2) combinedjetswith afluctuatingplumetransitioningto

apparentlyturbulentconditions;and(3)post-impingementturbulentmixing of jet air and

primaryproductswith varyingdegreesof observablestoichiometricsheets.The onsetand

degreeof mixing for eachflow regimeisuniquetoeachburnerconfiguration.This is

reflectedin thedetailsof theEINOxcurvesin Figs.2.4and2.5. Specificexamplesof the

relationshipbetweenmixingandEINOxaregivenbelow.

For thetwo 1/8"O.D.70° jets (Fig.2.4),althoughmutualjet impingementoccurs

at qbo=1.27,thejet flow is laminarin appearancefor dpo_1.13. Hence,theslopeof the

EINOxcurveis approximatelyconstantthroughthisflow regime. For thesame

configuration,theflow appearsincreasinglyturbulentfrom qbo=l.00to d_o=0.50,wherethe

EINOx curvehasreachedaplateau.Theexistenceof anapproximateEINOxplateauin

apparentlyturbulentflow regimeswasobservedto becharacteristicof all burner

configurations.

The two 1/8" O.D.45° jets (Fig. 2.5)werelaminarfor qbo>1.13andturbulent

appearingfor qbo_<0.87.TheEINOxresultsfor thisconfigurationaresimilar to thoseat

70° but showamorepronouncedEINOx peakat _bo=l.00.At ffo=l.00, the 1/8" O.D.

45° combined-jetplumeexhibitedoscillationswithoveralllaminarbehavior,while thatat

70° exhibitedaturbulentappearingjet plume. Hence,theenhancedmixing in the70° jet

configurationapparentlycorrespondsto alowerEINOx.
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combustion re,on

Figure 2.6 Typical IDF structure regimes.
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For thetwo 1/4"O.D. 45° jets(Fig. 2.5),thereductionin slopefrom qbo=1.27to

qbo=1.13andthelesssignificantEINOx increasefrom qbo=l.13to qbo=l.00arecoincident

with anincreasingradial spreadof thecombined-jetplume,althoughtheoverallflow

remainslaminarin appearance.Theradialspreadof theplumeis causedby significantjet

radialvelocity,whichenhancesair/productsmixing. Hence,EINOxis againobservedto

decreasewith enhancedmixing. Thetwo 3/8" O.D.45° jets(Fig. 2.5)werelaminar

throughdpo=0.87andmutuallyimpingedatdPo=l.00.Although thesejets weredistinctand

laminarfor 1.00<_o<1.55,theybeganto oscillateat _bo=1.13which is coincidentwith a

changein theEINOx slopein Fig. 2.5.

Althoughtheresultsdiscussedaboveindicatethatenhancedmixingreduces

EINOx, thereappearsto beamixing limit beyondwhichEINOx tendsto increase.We

haveobservedthatsecondary-air-jetvelocitiessufficientto penetratethebumercenterline

causerecirculationof thesecondarycombustionproductsinto theprimaryzoneanda

correspondingincreasein thepredictedNOx concentrationin theexhaust.With all 1/8"

and 1/4" O.D. jets (i.e., for both 70 ° and 45°), turbulent jet mixing is established by

qbo--0.61. Increasing the secondary-air flow to achieve an overall equivalence ratio of 0.50

produces some degree of recirculation of secondary products back towards the primary

combustion zone (see Fig. 2.6). Notice from Figs. 2.4 and 2.5 that the EINOx curve tends

to increase from qbo=0.61 to qbo=0.50, and that the effect is greater for the 45 ° jets. In

fact, it was observed that the 45 ° jets exhibited a greater degree of recirculation at

dPo=0.50 compared to the 70 ° jets. Hence, mixing sufficient to cause recirculation

apparently increases the NO x emissions in a manner related to the degree of recirculation.

Such recirculation back into the primary zone may actually reduce the equivalence ratio of

the primary combustion. For primary combustion closer to stoichiometric (relative to

qb=l.55), an increase in both the primary combustion temperature and the NO x emissions

would be expected. Even if the secondary products do not recirculate all the way back

into the primary zone, higher NO x emissions would be expected. This could arise from

the increased residence time of the secondary air in the higher temperature regions near

the primary combustion zone.
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Theobservationsabovehaveaddressedtheinfluenceof mixing betweenthe

secondaryair andtheprimaryproductsonNOx emissions.Althoughmixing is the

observableparameter,secondaryphenomenaresultingfrom enhancedmixing areclearly

themorefundamentalfactorsinfluencingNOxformation. Thesecouldbechangesin the

local temperature,residencetimeand/orcreationof localizedpartiallypremixedzones.In

general,enhancedmixing wasobservedto reducetheapparenttotal areaof stoichiometric

sheets,andto broadenor blur theflamefront. At theextremeoverallfuel-lean

stoichiometry,theIDFs createa zoneof apparentlyuniform combustionsimilarin

appearanceto premixedcombustion.Becauseourpurposewasto maptheglobalNOx

trendsthroughtheprimaryfuel-richto overallfuel-leantransition,detailedgeometric

shapesanddimensionsof theIDFs in theburner,whichmightaidin estimatingresidence

timeanddegreeof premixing,werenotrecorded.Moreover,inferringdetailedflame

structurefrom globalNOx measurementsis impossible(TurnsandMyhr, 1991).

2.7 ConclusionsonChemiluminescentMeasurements

WehaveinvestigatedNOx formationin thestoichiometry-transitionregion of a

staged-air burner, for a range of secondary-air jet configurations. No substantial

difference in EINOx at the most overall fuel-lean stoichiometry (qbo=0.5) was found for

our 1/8", 1/4" and 3/8" O.D. secondary-air jet configurations. This indicates that at this

extreme overall fuel-lean stoichiometry, NO is formed at locations in the burner where the

initial jet velocity is of little direct consequence. Significant formation of NO in turbulent

eddies resulting from vigorous mixing of the secondary-air jets and primary combustion

products, as suggested by the work of Turns and Myhr (1991), is consistent with this

conclusion and implies that residence time may be the controlling parameter for NO

formation. In the transition from fuel-rich to fuel-lean, we observed a strong relationship

between EINOx and the degree of mixing of the secondary air and primary combustion

products. In general, enhanced mixing reduces the EINOx growth trends and the EINOx

vs qbocurves plateau when turbulent mixing Conditions exist within the burner. However,

the EINOx tends to increase when vigorous mixing causes the secondary combustion

products to recirculate to the primary combustion zone.



24

CHAPTER3

PREVIOUSPLIF MEASUREMENTS

3.1 Overviewof thePLIF Technique

Planarlaser-inducedfluorescence(PLIF) isanonintrusiveoptical diagnostic tool

for making temporally and spatially resolved measurements of a probed species'

temperature, pressure, velocity or concentration. In general, PLIF involves exciting a

spatially extended volume of a specific probed species from a lower laser-coupled level in

its ground electronic state to an upper laser-coupled level in some excited electronic state

via laser irradiation. Subsequently, a portion of the fluorescence emitted as the probed

molecule relaxes back to its ground electronic state is collected, spatially discretized and

detected. Through detailed knowledge of both the spectral characteristics of the laser and

the probed species, and the dynamics of the molecular excitation/relaxation process, the

collected fluorescence signal may be related to the variable of interest. Specific examples

of the application of PLIF for measurement of the different flow parameters listed above

are discussed in the following sections. The theory of PLIF is discussed in greater detail in

Chapter 4 and the specific experimental apparatus used for the PLIF and LSF experiments

is described in Chapter 5.

3.1.1 General PLIF Experimental Configuration

A typical PLIF setup is shown schematically in Fig. 3.1. The UV radiation

required for excitation of molecules to an upper electronic state is generated by a tunable

pulsed laser system, possibly incorporating nonlinear mixing processes. A long focal-

length spherical lens and a cylindrical lens are used to form the UV radiation into a thin

sheet of proper orientation within the test environment. The spherical lens is selected to
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Figure3.1 Schematicof PLIF facility. F1 andF2 representf'flters,BS representsa
beamsplitter,SLandCL representsphericalandcylindrical lenses,
respectively,PDrepresentsaphotodiode,andICCD representsthe
intensifiedchargecoupleddevice.
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producethedesiredsheetthicknessandRayleighrange. Assumingproperspectraltuning

andsufficientirradianceof thelasersystem,anymoleculeof theprobedspeciesin the

volumedefinedby thelasersheetwill beelectronicallyexcitedandwill subsequently

fluoresceisotropicallyasit relaxesbackto its groundelectronicstate.A portionof this

fluorescenceis collected,typically in adirectionnormal to the lasersheet,spectrally

filtered,andimagedontothefront surfaceof agatedintensifiedchargecoupleddevice

(ICCD). TheICCD'sintensifierimposesatemporalgateonandimpartsagainto the

fluorescencesignalwithoutdestroyingits spatialintegrity. This spectmllyandtemporally

filteredandamplifiedfluorescencesignalis spatiallyresolvedanddetectedby acharge-

coupled-device(CCD) army. Thespatialextentof thecollectionvolumeperpixel in the

planeof the lasersheetcorrespondsto thesizeof aCCD pixel projectedbackthroughthe

ICCD andcollectionopticsontothelasersheet.Temporalgatingof theICCD, readout

andA/D conversionof the2-D fluorescencesignalis implementedandcoordinatedby a

PC-interfacedcameracontrollerandpulsersystem.

3.1.2 GeneralICCD Description

TheICCD is theprimarycomponentof theexperimentalsetupthatis uniqueto

PLIF. A schematicof aproximity-focusedICCD is shownin Fig. 3.2. The typeof

particle,photonsorelectrons,whichcomprisesthesignalin differentportionsof the

camerais alsoindicatedin Fig. 3.2.

Photonsfrom theprobevolumearecollectedby alensandfocusedontothefront

surfaceof the imageintensifier,whichis coatedwith aphotocathodicmaterial. The

incidentphotonscausetheejectionof electronsfrom thebacksideof thephotocathode,

whichareacceleratedtowardsthemicrochannelplate(MCP) imageintensifierby a

potentialfield appliedacrosstheintermediategap. Thepoint spreadfunctionon thefront

surfaceof theMCP correspondingto eachemissionsighton thephotocathodeis

minimizedby thelargepotentialbetweenthetwo components.Thepoint spreadfunction

is furtherminimizedbyminimizingthegapbetweentheindividualintensifiercomponents

(e.g.,thephotocathodeandMCP). ICCDswhich usethis typeof inter-component

focusingarereferredto asproximity focusedICCDs.
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Figure 3.2 Schematic of the major components of the ICCD camera. The intensifier

as well as the signal basis in the various regions of the ICCD are indicated.
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The MCP amplifies the image of weakly irradiating objects to a level which may be

detected by the camera sensor without destroying the spatial integrity of the unintensified

image. In depth discussion of MCPs is provided in the literature (e.g., Wiza, 1979;

Ruggieri, 1972; Torr, 1985; Eberhardt, 1979). The MCP is a surfaced-charged disk

perforated with small holes or microchannels, whose interior is coated with a dynode

material. The microchannels are oriented 5 degrees form the direction of bulk electron

motion (Greathouse, 1991) so that an electron will collide with the channel walls soon

after entering the microchannel. Such a collision causes several secondary electrons to be

ejected from the collision site. Each of these secondary electrons subsequently collides

with the channel walls producing tertiary electrons and so on. The degree of amplification

or gain is controlled by a variable potential across the MCP. Microchannel plates can

provide electron multiplications on the order of 104 to 107 (Wiza, 1979).

The electrons leaving the MCP are accelerated across a second potential field and

subsequently collide with an aluminum-coated phosphor screen. The potential field

minimizes the spread function across the gap and provides additional system gain via the

increased kinetic energy imparted to the electrons which is in turn transferred to the

phosphor screen. The small gap between these two intensifier components further

minimizes the point spread function through proximity focusing. The phosphor screen

converts the electrons to photons within the spectral bandwidth of the CCD. An

aluminum screen provides a constant potential over the phosphor surface to create the

conduction band necessary for operation and serves as a mirror to increase the surface

efficiency by redirecting photons emitted back towards the MCP toward the output of the

intensifier (Csorba, 1985).

The photons exiting the intensifier are guided, Via a fiber-optic bundle, to the CCD

detector array. Two distinct fiber bundles are used because the phosphor screen and

detector are manufactured as separate units, each mounted on the end of a fiber bundle.

To reduce cross talk between adjacent fibers, the gap between the two fiber bundles is

minimized. To minimize signal loss due to surface reflections at the fiber ends, this gap is

filled with a refractive index matching epoxy (Nit, 1991). The CCD is composed of an

array of pixels which allows the Signal to be discretized into a two-dimensional image.
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Thedescriptionof thecameraasaproximity-focusedtyperefersto themethod

usedto couplethecomponentsof theintensifier. Forproximity-focuseddevices,the

spatialintegrityof thesignalismaintainedbyplacingadjacentcomponentsin close

proximity to oneanother.Alternatecouplingmethodsincludeelectromagneticand

electrostaticopticalcoupling. Suchdevicesarefor photoelectronsthecorollaryof lenses

for photons.While thelatter two couplingmethodscanprovidebetterresolution,

proximity focusingprovidesuniformspatialresolutionacrossthefield of view (Freeman,

1973). Hence,proximity-focusedimageintensifiersdonot sufferfrom geometric

aberrations(Csorba,1985).

3.1.3 GeneralPLIFTheory

Therelationshipbetweenthedifferentmeasuredparameters(e.g.,concentration,

temperature,pressure)andthefluorescencesignalis uniqueto eachmeasuredparameter.

However,themostfundamentalrelationshipbetweenthevariousparametersis provided

by theequationdescribingLIF or PLIFconcentrationmeasurements.Hence,this

relationshipis describedin ageneralmannerbelowto clarify thedifferentPLIF

measurementtechniquesreviewedin the latersectionsof thischapter.Theequationfor

thefluorescencesignalin volts(ordigital countsonaper-pixelbasisfor PLIF

measurements)is formulatedas

So = (Vc f, Nr) (rt, s Bh, I°) _ G R At c (3.1)

where

= AtcJ' , (3.1 a)

AN + Qe + Wtu + W.t + Qp

and

Measured fluorescence signal

Collection volume
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fB"

N T :

_lu,L :

B_:

rl:

G:

R:

At E :

A_ :

A_ :

Q_ :

Qp :

w_ :

w,,,:

Boltzmann fraction of lower laser-coupled level

Total number density of probe species

Overlap fraction

Einstein B coefficient for absorption from level 1 to level u

Normalized laser spectral irradiance

Fluorescence yield

Collection optics efficiency factor

Solid angle subtended by the collection optics

ICCD gain

CCD responsivity

Temporal FWHM of the laser pulse

Spectrally f'fltered net spontaneous emission rate coefficient

Net spontaneous emission rate coefficient

Quenching rate coefficient

Predissociation rate coefficient.

Absorption rate coefficient

Stimulated emission rate coefficient

The individual terms in Eq. (3.1) have been grouped in a manner that provides a

clear physical interpretation of the actions represented by the individual groups.

Moreover, the groups have been arranged from left to right in the natural order that the

fluorescence measurement progresses. The first parenthetical term in Eq. (3.1) is the

number of probe molecules in the lower laser-coupled level. This is fraction of the total

number of probe molecules which are available for excitation. The second parenthetical

term in Eq. (3.1) is the probability per unit time that one of the available molecules will

absorb a laser photon and become electronically excited. Hence, following this second

parenthetical term, a fraction of the total number of probed molecules has become

electronically excited and has the potential to fluoresce.

The fluorescence yield represents the probability that one of the electronically

excited probe molecules will relax to the ground electronic state by spontaneously emitting
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afluorescencephotonwithin thespectralbandwidthof thedetectionsystem.This fraction

reflectsthefact thatspectralfiltering isappliedto thetotal fluorescencesignalandthat

radiativeaswell asnonradiative(e.g.,spontaneousemissionandquenching,respectively)

decaypathsareavailableto theexcitedmolecule.In thelinearfluorescenceregimeandin

theabsenceof predissociation,thefluorescenceyieldessentiallyreducesto AN.r/(AN+Q_)

sothatthefluorescencesignalis adverselyaffectedby thequenchingratecoefficient.

The thirdparentheticaltermin Eq.(3.1)representsthenetefficiencyof the

collectionoptics. This termaccountsfor bothreflectionlossesaswell asthefact thatonly

afractionof the isotropicallyemittedfluorescenceis captured(dueto thefinite solidangle

of thecollectionoptics). Followingthis thirdparentheticalterm,afractionof the

fluorescenceemittedby theelectronicallyexcitedprobemoleculeshasbeencaptured.

Thiscapturedfluorescenceis thenpassedthroughanopticalamplifierwhereit receivesa

gain,G. Theamplifiedsignalis thendetectedwith agivenspectralresponsivity,R. The

detectionprocessin Eq. (3.1)producesatimevaryingvoltageor charge(dependingon

whetheraPMTor ICCD detectoris used).This timevaryingsignalis thenintegrated

overa specificgatetime to producethefinal measuredfluorescencesignal. UsingEq.

(3.1),thetotal numberdensityof theprobedspecies,Nr, canbedeterminedvia aPLIF

measurementof Soprovidedtheremainingunknownparameterscanbeeithercalculated

or calibrated.

Investigationof thedifferenttermsof Eq.(3.1)suggestspossibleschemesfor

PLIFmeasurementsof temperature,velocityandpressure.For a givenexperimentalsetup

(i.e.,constantopticalandtiming parameters)andtotalnumberdensityof probemolecules,

all of thetermsin Eq. (3.1)areconstantsexceptfor fB,1-'t_.andQe-TheBoltzmann

fraction,fB,variesin aknownmannerwith temperature.Thedegreeandtypeof variation

with temperatureis uniqueto thelower laser-coupledlevelchosenfor excitation. The

overlapfraction,1-'_, varieswith changesin the spectrallineshape(s)of theabsorption

transitionand/orthe laser. Changesin velocity andpressureproducevaryingdegreesof

Dopplerandpressureshift,respectively,in theabsorptionspectralprofile (Demtroder,

1988).Hence,variationsin theseparameter._will, in turn,producechangesin theoverlap

fraction. Theelectronicquenchingratecoefficientvarieswith temperature,pressureand
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major-speciesconcentrations.Detailedknowledgeof therelationbetweenthevariableof

interest(i.e., temperature,pressureor velocity) andtheBoltzmannfractionand/oroverlap

fractioncanbeusedin conjunctionwith Eq. (3.1) to relatethePLIF signalto thevariable

of choice. Oftenratiometrictechniquescanbeusedto allow cancellationof termsin Eq.

(3.1)thatareconstantfor agivensetof experiments.Specificexamplesof differentPLIF

measurementschemesaregivenin thefollowing reviewof thepertinentliterature.

3.2 Reviewof Literature

Sinceits conceptionin theearly 1980s,PLIF hasgrownto becomeapowerful and

widelyuseddiagnostictechnique.ThePLIF diagnostictechniqueevolvednaturallyoutof

earlyimagingresearchbasedonRaman-(Hartley,1974;Webber,1979),Mie- (Long,

1979)andRayleigh-(Escoda,1983)scatteringand1-DLIF researchby Aldenet al.

(1982). Planarimagingwasoriginallyproposedby Hartley(1974),who madeplanar

Raman-scatteringmeasurementsandtermedtheprocessRamanography.Two-

dimensionalLIF basedmeasurementsweremadeby Mileset al. (1978). However,in this

work, thedyelaserwassimplyexpandedinto a largerdiameterbeamandevidentlynot

formedinto aplanarsheet.Thefirst PLIF work involvedimagingof OH in aflameand

wasindependentlyreportedbyDyer andCrosley(1982)andKychakoffet al. (1982). In

additionto its usein speciesimaging,PLIF hasbeenemployedfor temperatureand

velocityimaging.Generalreviewsof PLIF havebeenprovidedby AldenandSvanberg

(1984),Hanson(1986)andHansonetal. (1990). In thefollowing sections,thepertinent

referencesandbasicconceptsunderlyingthedifferentPLIF diagnosticstechniquesare

discussed.Morerigorousdiscussionof selectedtopicswhichprovidethefoundationfor

thespecificPLIFandLSFexperimentsperformedhereis givenin laterchapters.

3.2.1 PLIF TemperatureMeasurements

ThetheorybehindPLIF thermometricmeasurementsis thesameasthatdeveloped

for point LIF. Laurendeau(1988)givesareview of thermometricmeasurementsfrom a

theoreticalandhistoricalperspective.ThermometricPLIFmeasurementschemesmaybe

generallyclassifiedasmonochromaticor bichromatic(two-line). Monochromaticmethods
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employa singlelaser. Bichromaticmethodsrequiretwo lasersin orderto simultaneously

excitetwo distinctmolecularrovibronictransitions.In temporallystableenvironments

(e.g.,laminarflows), it is possibleto employbichromaticmethodswith asinglelaserby

systematicallytuningthelaserto theindividualtransitions.

In bichromaticPLIF thermometricmeasurements,theratioof thefluorescence

resultingfrom twodistinctexcitationschemesis formedpixel-by-pixel. If thetwo

excitationschemesarechosensuchthattheupperlaser-coupledlevel is thesame,thenthe

fluorescenceyields(Stern-Vollmerfactors)areidentical(Eckbreth,1988).Hence,as

evidentfrom Eq. (3.1),thesignalratiobecomesasolefunction of temperaturethroughthe

ratioof thetemperature-dependentBoltzmannfractionsfor thetwo lower laser-coupled

levelsof interest.

MonochromaticPLIF thermometryisbasedoneitherthethermally-assisted

fluorescence(THAF) or theabsolutefluorescence(ABF) methods.In THAF-based

techniques,thetemperatureis relatedto theratio of thefluorescencesignalsfrom the

laser-excitedlevelandfrom anotherhigherlevelcollisionaUycoupledto thelaser-excited

level. Implementationof thismethodrequiresdetailedknowledgeof thecollisional

dynamicswhich occurin theexcitedlevel (Laurendeau,1988). In ABF-basedtechniques,

thefield of interestis uniformlydopedandthefluorescenceis monitoredfrom a single

rovibronictransition. Thetemperature-independenttermsin Eq.(3.1) (i.e.,all terms

exceptfB,1"1_.and_) aredeterminedthroughcalibration. Thetemperaturefield maythen

bedeterminedfrom thefluorescencefield by assumingaknowndependenceof the

Boltzmannfraction, theoverlapfractionandthequenchingratecoefficienton

temperature.

Spatiallyresolvedone-dimensionaltemperaturemeasurementswereftrst

demonstratedbyAlden etal. (1983).Thetwo-lineLIF techniquewasimplemented,using

visibleradiationfrom adyelaserto exciteindium (In) whichhadbeenseededinto a

methane/airflame.

Seitzmanet al. (1985)demonstratedaself-calibratingmonochromaticPLIF

techniquefor two-dimensionalABF mappingof temperaturefieldsin hightemperature

environments.In this work,approximately2000ppmof NO wasdopedintoa lean
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premixedCHdair flameandexcitedvia theQ1(22)line of they(0,0) band. If the

quenchingcross-sectionis independentof temperature,thequenchingratecoefficientcan

beassumedto beproportionalto T_ throughits dependanceon themeanmolecularspeed.

With thisassumptionandthroughmodelingof theBoltzmannfraction, relative

temperaturesweredeterminedfrom therelativefluorescencesignal. TheQ1(22)line

producedafluorescencesignalwhichNakedat 740K andsubsequentlydropped

monotonicallywith increasingtemperature.Hence,serf-calibrationwaseffectedby

pinningthemaximumrelativetemperatureat740K. Theestimatedaccuracyof thisPLIF

techniquewas+100 to +200 K (i.e., 27% error for the worst case).

Hartfleld et al. (1991) presented a PLIF thermometric technique similar to that of

Seitzman et al. (1985), but which could be applied at low temperatures (i.e., 100 to 300

K). In this work, iodine was doped into the flow through a Mach-2 nozzle. Theory

predicted a fluorescence signal which varied nonmonotonicaUy with temperature and

peaked at approximately 10 K. Since the temperature at the theoretical signal peak was

below that observed in the experiment, self-calibration could not be implemented. Hence,

relative temperatures were calibrated based on that at the nozzle exit found from a Navier-

Stokes calculation. Compared to the calculated temperature field, their PLIF temperature

field showed a maximum deviation of +2%.

Through the use of two lasers and two cameras, the two-line PLIF thermometric

technique has been demonstrated by Paul et al. (1990) and McMillin et al. (1994). Using

this twin experimental system and probing the R1(3) and Q1(10) lines of the y(1,0) band of

OH, Paul et al. (1990) were able to obtain temperature measurements of approximately

2000 K +10% by averaging over 40 laser shots. McMillin et al. (1994) demonstrated the

complimentary nature of OH and NO PLIF thermometry in an investigation of a scramjet

model. The concentration of the doped NO was approximately 0.1 to 1% (1,000 to

10,000 ppm).

3.2.2 PLIF Velocity and Pressure Measurements

PLIF velocity and pressure measurements are based on changes in the absorption

line-shape function of a probed molecule under the influence of variations in velocity,
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temperatureandpressure.In general,theabsorptionline-shapefunctionis Doppler-

shiftedby velocity,Doppler-broadened(Gaussian)by temperature,andcollisionally

broadened(Lorentzian)andshiftedby pressure(Demtroder,1988). Theseinfluenceson

theabsorptionline-shapefunctionandconsequentlyon thefluorescencesignalvia the

overlapfractionof Eq. (3.1)provideadiagnosticspathfor velocitYandpressure

measurements.

Thepossibilityof usingafluorescencebasedDoppler-shiftmeasurementto

determinegasvelocity wasfirst proposedby Measures(1968). The measurementstrategy

involvedseedingaflow with amoleculewhichcouldbeexcitedby avisible,narrow-

bandwidth(with respectto theabsorptionlinewidth) laser.TheDoppler-shiftcouldbe

determinedby tuningthelaserover theshiftedabsorptionline andcomparingthe

spectrallyresolvedfluorescenceto staticcell measurements.By probingtheflow in two

differentdirections,thevelocity vectoralongeachpropagationdirectioncouldbe

determinedfromtheresultingspectrallyresolvedfluorescence.Miles (1975)

demonstratedtheexperimentalrealizationof this techniqueby makingvelocityand

qualitativepressuremeasurementsin anonreactingflow. Miles et al. (1978)used

photographsto spatiallyresolvethefluorescencefrom asodium-seeded,hypersonic

nonreactingheliumflow soasto makevelocity andpressuremeasurements.The

photographsof thefluorescenceat eachtuningpositionof a narrowbandwidthlaser

highlightedthoseregionsof theflow with a specificvelocitycomponent.Althoughthis

work usedalargediameterbeamratherthana sheetfor excitation,it evidentlyrepresents

thefirst two-dimensional,LIF-basedimagingmeasurement.

Hiller et al. (1986)presentedvelocityandpressuremeasurementsin a300ppm

iodine-seeded,nonreactingflow usinganarrowbandwidth,cwdual-frequency,non-

scanningtechnique.This methodis basedonpositioningtwo laserfrequenciesin the

'linearportion'of onewing of theabsorptionline andmeasuringtheDopplershift (through

its relationto themeasuredfluorescencesignal)relativeto areferencevalue. Themethod

requirescollectingfour fluorescenceimagesto resolvetwo velocitycomponents,

determinethereferencevalue,andevaluatetheslopeof the'linearportion'of the

absorptionwing. Threeof thefour imagesaretakenwith thelaserata fixed frequencyby
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probingthefield in threeindependentdirections.Thefourth imageis takenat a shifted

laserfrequencybut in oneof thethreepreviouslyprobeddirections.Becauseonly four

imagesarerequired,thismethodgreatlyreducesthedatacollectiontimeandstorage

demandscomparedto spectralscanningmethods.Thevelocitymethodis ser-calibrafing

and,throughtheuseof ratiometrictechniques,eliminatestheneedto measurethe

electronicquenchingratecoefficientandnumberdensity.Moreover,thedatainherently

givepressure,throughthenormalizedwing slope,if theVoigt-broadeningparameterof

theabsorptionline is inaspecifiedrange(Hiller, 1988).Whenwithin thespecifiedrange,

thismethodof determiningpressuredoesnot requireanindependenttemperature

measurement.In contrast,pressurediagnostictechniquesbasedonpressure-shiftingof

theabsorption-linecenterrequiresucha temperaturemeasurement.

Paulet al. (1989)demonstratedtheuseof broadbandpulsedlasersfor thenon-

scanningtechnique.Theirworkpresentedvelocity andpressuremeasurementsin a 5000-

ppmNO dopednonreactingsupersonicflow. Theuseof broadbandpulsedlaserswasa

significantadvancementin theutility of this technique.By usingabroadbandsource,the

governingbandwidthbecomesthatof the laser,thuseliminatingtheneedfor afourth

image(requiredin themethodpresentedby Hiller etal., 1986). Theuseof pulsedlasers

increasesthetemporalresolutionof themeasurementto theorderof the laserpulsewidth

(~10ns). Becausepulsedlaserradiationcanbeefficientlymixedto theUV, thepossibility

of probingnaturallyoccurringspeciesin reactingflows isrealizedby thismethod.This

providedapathfor implementingvelocitydiagnosticsin reactingenvironmentsfor which

seedingcanbeproblematic.Recognizingthis,PaulandHanson(1990)demonstrated

implementationof velocitydiagnosticsbasedon theDoppler-shiftby mappingthevelocity

in ahighpressureHo./airdiffusionflameusingonlythenaturallypresentOH astheprobed

species.

3.2.3 PLIF SpeciesMeasurements

Thetheoryfor PLIFconcentrationmeasurementsis similar to thatdevelopedfor

linearLIF with broadbanddetection.Thebasicmeasurementtechniqueinvolvesexciting

aspecificrovibronictransitionof aprobemolecule(seededor naturallyoccurring)and
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determiningtheprobedmoleculeconcentrationfrom theresultingbroadbandfluorescence.

Unlikeratiometrictechniques,thefluorescencesignalfrom thissingleline methodretains

its dependenceon thefluorescenceyield (andthereforetheelectronicquenchingrate

coefficient).Hence,thelocal fluorescencesignaldependson thelocalprobemolecule

numberdensity,Boltzmannfraction,overlapfractionandelectronicquenchingrate

coefficient. Furthermore,theBoltzmannfractiondependson thelocal temperature,the

overlapfractiondependson thelocal temperatureandpressure,andtheelectronic

quenchingratecoefficientdependson thelocal temperature,pressureandcomposition.

Thisenhanceddependenceof thefluorescencesignalcomplicatesdeterminationof probed

speciesconcentrationsfrom PLIF images.Thedifficulty in accuratelydeterminingthe

localelectronicquenchingratecoefficient,particularlyin reactingenvironments,is the

primarylimitation torealizingquantitativePLIFconcentrationimaging(Hansonet al.,

1990).

Usefulfundamentalinformationcanbeobtainedfrom uncorrected,uncalibrated

PLIF 'concentration'images.Becauseof the speciesspecificityof LIF, rawPLIF images

canbeusedto identify reactionzones(Drakeet al., 1991),mixing regimesandlarge-scale

structuresof flows. Forinstance,qualitativePLIF imagingof pollutantformationin a

combustorcanbeusedto determineoptimumoperatingparameters(Versluiset al., 1992).

Oneapproachfor mitigatingtheinfluenceof aspatiallyvaryingelectronic

quenchingratecoefficientis to chooseanexcitationschemesuchthattheproductof the

fluorescenceyield andBoltzmannfractionis approximatelyconstant.Theelectronic

quenchingratecoefficientdisplaysaT_ temperaturevariationthroughits dependanceon

theproductof quenchingpartnernumberdensityandmeanmolecularvelocity.

Consequently,thefluorescenceyielddisplaysa T_temperaturevariation,asevidentfrom

Eq.(3.1a). Hence,if anexcitationschemeis chosensuchthattheBoltzmannfractionof

thelower laser-coupledleveldisplaysa T"_temperaturedependence,thenaccordingto

Eq.(3.1),thetemperaturedependenceof thefluorescencesignalwill approximatelycancel

(assumingconstantquenchingcross-sectionsthroughoutthe imagefield). Implementation

of suchaPLIFexcitationschemein anisobaricenvironmentproducesapproximate

concentrationmaps.
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Kychakoffet al. (1984a)demonstratedthis techniquefor measuring[NO] in NO-

dopedpremixedmethane/airflames. TheR1(16)line of the(0,0)band(at ~225.6rim)was

usedfor thetemperaturerange500K to 2000K, andtheQ1(35)line (at N224.5nm)was

usedfor thetemperaturerange1100K to 2400K. Theseexcitationschemesproduceda

constantproductof fluorescenceyield andBoltzmannfraction to within 10%overthe

specifiedtemperatureranges.Theminimumdopinglevelusedby Kychakoffet al. (1984a)

was350ppmNO. Barlow andCollignon(1991)havealsousedthis techniqueto make

spatiallyresolvedpoint-wiseOH concentrationmeasurementsin anonpremixed

methane/airflame. The uncorrected(for quenchingor Boltzmannfractiontemperature

variations)OH profiles werecalibratedrelativeto thepeak[OH] determinedby aseparate

measurementusingacombinedabsorption/fluorescencetechnique.Theirwork

demonstratedthatthroughoptimumexcitationschemeselection,theerrorin measured

[OH] couldbe lessthan10%of thepeak[OH].

An alternateapproachto accountfor spatialvariationsin theelectronicquenching

ratecoefficientis to calculateits valueusingpreviouslymeasuredcross-sectiondataand

measuredtemperatures.Clearly,thismayonly beimplementedfor well characterized

probemoleculesandenvironments.Quenchingcross-sectiondataareavailableonly to a

limited extent and often not at flame temperatures. Formulating relationships for scaling

quenching cross-sections measured at room temperature to flame temperatures can be

rather arbitrary and is a significant source of uncertainty in this method (Drake and Pitz,

1985). Nevertheless, Allen et al. (1990) have used this technique to measure [OH] in a

reacting flow. Their work used two lines and two cameras to simultaneously measure the

temperature and [OH] field. Because of the limited cross-section data at flame

temperatures, they estimated their calculated quenching rate coefficients to be correct to

within a factor of two.

Planar laser-induced predissociative fluorescence (PLI(P)F) is a possible technique

for minimizing the difficulties associated with a spatially variable electronic quenching rate

coefficient. In this method, an excitation scheme is chosen such that the upper laser-

coupled level has a sufficiently large predissociative rate coefficient Qp (e.g., 10 1° s-1

(Seitzman and Hanson, 1993)) such that it becomes the dominant term in the denominator
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of thefluorescenceyield. Undertheseconditions,thefluorescenceyield becomesa

constant,• = AN.r./Qp,independentof concentration,temperatureandusuallypressure

(Hansonet al., 1990). Arnold et al. (1990) have demonstrated the use of this technique

for OH concentration imaging in nonpremixed flames. In that work, the concentration

maps were not calibrated to obtain absolute concentration values. A major drawback to

this technique is that the signal levels can be very low. This is due to the small

fluorescence yield (to negate quenching, the predissociative rate coefficient must be

approximately ten times the electronic quenching rate coefficient) and to the fact that

predissociation destroys the probe molecule, thereby limiting the number of

excitation/fluorescence cycles per molecule to one (Schafer et al., 1991).

Battles et al. (1994) have made PLIF measurements of [NO] in the burnt-gas

region of a laminar, premixed CHflO2/N2 flame at pressures up to 10.2 arm. Their

measurement scheme used five overlapping NO lines for excitation and UG5 colored-glass

filters for fluorescence detection. The measurements were calibrated via a sampling probe

and chemiluminescent analyzer measurements. The influence of the electronic quenching

rate coefficient was corrected via a numerically-based correction scheme using major-

species concentrations based on a completely reacted mixture at the appropriate

stoichiometry. Based on a PLIF image averaged over 100 laser shots and a measured

signal-to-noise ratio of 3.3 at a measured [NO] of 480 ppm, they calculated a 10.2-atm

detection limit of -44 ppm when using 2-by-2 pixel binning. With greater laser irradiance

and through use of faster collection optics, they estimate that the 10.2-atm detection limit

could be reduced to - 1 ppm. The authors found that high-temperature Oz can produce

serious interferences in fluorescence-based measurements of [NO]. Moreover, they

concluded that detection filtering schemes other than use of UG5 may be more effective in

mitigating Oz interferences.

3.3 State of PLIF Concentration Measurements

The primary utility of PLIF concentration imaging remains its ability to image

relative species distributions in a plane, rather than providing quantitative field

concentrations (Kychakoff et al., 1983). Nevertheless, this does not detract from the



4O

utility of PLIFasahighlyeffectiveresearchtool. BecausePLIF imagesareimmediately

quantitativein spaceandtime(dueto thehightemporalandspatialresolutionof pulsed

lasersandICCD cameras,respectively),qualitativespeciesimagesmaybeusedto

effectivelyidentifyzonesof specieslocalization,shockwavepositions,andflamefront

locations(Hansonet al., 1990).

Themajorexperimentalconsiderationslimiting orpertinentto therealizationof

quantitativePLIFwereidentifiedin theearly spatiallyresolvedLIF works(Aldenet al.,

1982;DyerandCrosley,1982;Kychakoff et al., 1982). Theseconsiderationsare: (1)

spatialcut-off frequencyof theimagingsystemwhichdefinestherange-of-scaleswhich

canbe faithfully resolvedby thePLIF image;(2) selectionof imagingopticsparameters

(e.g.,f/# andmagnification)whichbestbalancespatialresolutionandsignallevel

considerations;(3) imagecorrectionsimplementedvia postprocessingto accountfor

nonuniformitiesin experimentalparameterssuchaspixel responsivityandoffset,andlaser

sheetintensity;and(4) spatialvariationin thefluorescenceyield dueto thatin the

electronicquenchingratecoefficient. Theseandotherconsiderationsnotspecificto PLIF

aregenerallydiscussedbySeitzmanet al. (1990). In thepastsevenyears,mucheffort has

beendedicatedtoquantifyingtheeffectof theseexperimentalconsiderations.Thework

to characterizeimagingopticsandcameraparameters(e.g.,Hertzet al., 1988;Pauland

Hanson,1990;Paul,1991)pluspostprocessingimagecorrections(e.g.,vanCruyningen

etal., 1990)hasbeenasignificantsteptowardsrealizingquantitativePLIF.

Spatialvariationsin theelectronicquenchingratecoefficientcontinueto hinder

PLIFmeasurementsof absolutespeciesconcentrationsin reactingenvironments.The

magnitudeof the error resulting from spatial variations in quenching (e.g., Drake and Pitz,

1985; Barlow and Collignon, 1991) and the selection of excitation/detection schemes

which minimize the influence of quenching (Allen et al., 1993; Seitzman and Hanson,

1993) have been investigated. Planar laser-induced predissociative fluorescence can make

the effect of electronic quenching insignificant, but PLI(P)F is applicable only to a limited

number of species (Hanson et al., 1990).

Recently, much effort has been devoted to obtaining more quantitative PLIF and

broad-band LIF concentration measurements in harsh environments. These include high-
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pressure(Battleset al., 1994), non-premixed turbulent (Carter and Barlow, 1994) and

liquid-fuel spray (Allen et al., 1995) flame environments. Use of an overlap fraction

(Partridge and Laurendeau, 1995a) in the fluorescence modeling and data reduction

process enhances the quantitative nature of the concentration measurements in such harsh

environments. The quantitative nature of such measurements is further enhanced by

careful selection of the calibration conditions (Reisel et al., 1995). Application of PLIF in

such environments has also required a significant reevaluation of the influence of potential

interferences and of the effectiveness of candidate filtering schemes (Battles et al., 1994;

Allen et al., 1995). These works demonstrate the advancement of PLIF to a more

quantitative and realistic measurement arena.

Of particular significance are improvements associated with correcting for the

effects of variations in the electronic quenching rate coefficient on fluorescence-based

measurements. Measurements of elec_'onic quenching cross-sections at flame

temperatures (Drake and Ratcliffe, 1993) for selected probe species has eliminated the

uncertainty associated with scaling such quantities to flame temperatures. Furthermore,

improvements in techniques for modeling of the electronic quenching rate coefficient (Paul

et al., 1993) have improved the utility of numerically-based PLIF correction schemes (Paul

et al., 1994). Despite such work, numerically-based schemes for enhancing the

quantitative nature of PLIF concentration measurements are extremely limited. Most

significant is the fact that they can be implemented only for studies on probe species

whose electronic quenching cross-sections have been painstakingly measured. Such

measurements have been made only for a limited number of molecules and would require

considerable lead time to make for new species of interest. The utility of numerically-

based correction schemes is further limited by the extensive experimental and

computational resources necessary for their implementation. For instance, spatially

resolved concentration measurements are required for all major species. Despite the

potential of this technique, numerically-based correction procedures are not broadly

applicable because the resources necessary for their implementation are not broadly

available.
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Experimentally-basedproceduresfor enhancingthequantitativenatureof PLIF

concentrationimagesmayprovidethediagnosticcommunitywith amorebroadly

applicableandsufficiently-quantitativePLIFdiagnostic.Suchcorrectionproceduresuse

selective,directly-measuredandhighlyquantitativesecondarypoint measurementsto

enhancethequantitativenatureof a PLIFconcentrationimage. Thenumberof secondary

measurementsrequireddependson thedensityandmagnitudeof errorgradientsin the

PLIF imagedueto variationsin theelectronicquenchingratecoefficient,theextentof

existingknowledgeconcerningtheerrorgradientsin thetestenvironment,andthe

requiredaccuracyof theresults.Experimentally-basedPLIF correctionproceduresalso

eliminatetheneedfor extensiveresourceswhichsogreatlylimits theapplicabilityof

numerically-basedtechniques.Becauseexperimentally-basedtechniquesdonotrequire

secondarymeasurementsof therelevantelectronicquenchingcross-sections,thetechnique

is immediatelyapplicableto newspeciesof interestincludingradicals. Moreover,because

experimentally-basedtechniquesdonotrequiremeasurementsof localmajor-species

concentrations,theexperimentalresourcesnecessaryfor its implementationaregreatly

reducedcomparedto thatrequiredfor numerically-basedtechniques.Hence,

experimentally-basedtechniquesprovidegreatpotentialfor realizingbroadlyapplicable

andsufficientlyquantitativePLIFconcentrationmeasurements.
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CHAPTER4

FLUORESCENCETHEORY :

APPLICATIONSTO PLIF MEASUREMENTSOFNO

In thischapter,thetheorydescribinglaserexcitation,molecularfluorescenceand

fluorescencecollectionis formulatedto provideageneralrelationbetweenthelaser

spectralirradianceandthemolecularnumberdensitywithin theprobedvolume. With this

generaltheorydeveloped,thespecificcasesof linearandsaturatedfluorescenceare

investigated,alongwith therequirementsfor saturation.

Thefluorescencetheoryis developedin ageneralform becauseof thenatureof

planarfluorescenceimaging. PointLIF or LSFmeasurementsmostoftenemployboth

shortspectralandtemporalgates(viamonochromatorsandgatedintegrators).

Consequently,steady-statefluorescencein a well-definedspectralrangecanbecollected,

therebysimplifyingtheoreticalconsiderations.PLIFsignalsarecollectedspectrally

broadbandandwith widetemporalgates(>18ns). Hence,fluorescencetransientsare

integrated,alongwith thesteady-statefluorescencesignal,during thetemporalgateof the

ICCD. Moreover,becausePLIF usesspectrallybroadbanddetection,thespectral

responsesof boththecollection-opticsfiltering andcamerasystemsmustbeincorporated

into thePLIF theory. Two differencesbetweenthetheorydevelopedin thischapterand

moretraditionalfluorescencetheoryarethat: (1) thespectralwidth of the laserpulseis

notassumedto bemuchnarroweror broaderthanthatof theabsorptionline; and(2) the

fluorescencesignalisnot assumedto becomprisedof asinglewavelength.
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4.1 SpectralandTemporalProfile Considerations

Becauseof differentbroadeningmechanisms(e.g.,seeDemtroder,1988),laser

andmolecularlinesarenotdekafunctions,but ratherhavecharacteristicspectralprofiles.

Thesespectralprofilesreflectthefractionof thetotal responseof eachsystemata given

wavelength.For example,thelaserspectralprofile describesthespectraldistributionof

thetotal pulsepoweraroundacentralwavelength(e.g.,1064nmfor Nd:YAG). The

degreeof interactionbetweenlaserradiationandaprobedmoleculeis afunctionof both

thepositionof the individuallinecentersandtherelativedistributionof thetwo profiles.

Hence,lineshapefunctionswhichdescribethesedistributionsmustbeformulated.

The laserhasacharacteristictemporalpulseshapewhichdescribesthetemporal

distributionof thenetenergyperpulse. In gateddetection,the integratedfluorescence

signaldependson thetemporaloverlapbetweenthedetector(camera)gateandthe

fluorescencetemporalprofile. Thetemporalpulseshapeof thefluorescencesignalreflects

thatof the lasermodifiedbyvariousspectroscopicparametersof theprobedmoleculeand

environment.Hence,fluorescencetheoryrequiresatemporaldescriptionof thelaser

pulse.

4.1.1 LaserPulseDescription

Our injection-seededlasersystemproducesatemporalpulsewhichhasbeen

measuredto beapproximatelyGaussian.Thespectralprofile of the laseris modeledas

Lorentzian.Thespectralirradianceof the lasermayberepresentedby anormalized

spectralirradiance,I ° , andindependenttemporalandspectraldistributionfunctions,TL(t)

andl_,c(v), sothat

Iv(v,t) = I° TL(t) LL(V) , (4.1)

where

1

I ° - A VL AtL f f Iv(v,t) dv dt. (4.1a)
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Thenormalizedspectralirradiancedefinedby Eq. (4.la) demonstrateshowthespectral

andtemporalFWHMs (AtLandArt) of the laser are used to normalize the spectrally and

temporally integrated value of the spectral irradiance, Iv(v,t).

The normalized spectral irradiance is defined so as to be determined from

experimental measurements of the laser cross-sectional area (At), temporal and spectral

FWHMs, integrated power (Pt), and repetition rate (Rt), via

i o = Pc _ EL , (4.2)

A,?,?,,,,?,t A,?,,,,/,t

where E L = PI./RL is the laser energy per pulse. The formulation in Eq. (4.2) assumes

uniform spatial, spectral and temporal responses for the power meter which integrates in

the three specified dimensions. The temporal distribution of the laser, TL(t), is described

by a Gaussian function normalized to its temporal FWHM, so that

rc(o = T ° e

where

T ° = 2_2
(4.3a)

Atc
_: - (4.3b)

2/_

and

f TL(t) dt = At L . (4.3c)
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Thevariabletoin Eq. (4.3)representsthetimecorrespondingto thetemporalpeakof the

laserpulse. Equation(4.3c)demonstrateshowthetemporalprofile of thelaseris

normalizedto At L, rather than to unity, so as to be consistent with the definition of I_° as

indicated in Eq. (4.1a). Similarly, the spectral distribution of the laser, LL(V ), is described

by a Lorentzian normalized to its spectral FWHM, so that

LL(V ) = L o 1 + , (4.4)
Av L

where

2
L o _ (4.4a)

7_

LL(V dv = Av L (4.4b)

and Vois the spectral position of the laser line center. Again, the normalization is

consistent with the definition of I_° in Eq. (4.1a).

Using Eqs. (4.1), (4.2), (4.3) and (4.4), the purely mathematical laser spectral

irradiance may be defined in terms of physically measurable parameters. The formulation

of Eqs. (4.1) through (4.4) was specifically designed to provide this link between modeling

and experiment. Moreover, it is the mathematical and physical consistency between Eq.

(4.1) and Eqs. (4.2), (4.3) and (4.4) that dictates use of these unique normalization

procedures. Specifically, normalization of the laser distribution functions to unity (Gross

et al., 1987) would destroy the link between experiment and modeling. From the

definitions presented above, it is clear that integration of the laser spectral irradiance over

all times and frequencies results in the laser energy flux per pulse, i.e., PL/ALRL (J/cm2).

Moreover, integration of this quantity over all space results in the laser energy per pulse,
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i.e., EL=PL/R L (J). Hence, there should be no misunderstanding concerning normalization

to the individual FWHMs rather than to unity.

4.1.2 Absorption and Emission Lineshape Descriptions

The spectral lineshape function for absorption by the probed species, YA(V), is

assumed to be a normalized Gaussian, as characteristic of Doppler-broadened spectral

lines. This function is actually a Voigt profile with the lineshape parameters chosen to

reflect the contributions from homogeneous and inhomogeneous broadening. However, a

Gaussian function will suffice for the current presentation. This function modifies the

Einstein coefficient for absorption, Bh,, which is a spectroscopic constant for a given

transition regardless of its FWHM. Hence, each Einstein B-coefficient tabulated in the

literature represents an infinite spectral integration of the product of the B-coefficient and

the absorption lineshape function. This, in turn, indicates that the spectral lineshape

function for absorption should be normalized to unity. Thus, the result becomes

X_ ] (4.5)
YA(v) = YA e

where

o 2 /[-_-2 (4.5a)

YA - AVA.Iq

and

f ra(V) dr= 1. (4.5b)

In Eq. (4.5), vo and Av A represent the line center and FWHM of the absorption line,

respectively. Because stimulated emission involves the same two laser-coupled molecular
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energylevelsassociatedwith theabsorptionprocess,thelineshapefunctionfor stimulated

emissionis equivalentto thatof Eq. (4.5).

Spontaneousemissiontransitionsalsohavefinite spectralwidthsandhenceeach

requiresa uniquelineshape function to. modify its Einstein A-coefficient. The formulation

of emission lineshape functions assumes the use of net A-coefficients for each vibrational

band and therefore requires one emission lineshape function for each of these band

transitions. Each net A-coefficient is denoted as A¢.¢ and its transition lineshape function

is denoted as YFx¢.v._(v_,v., v) where v°.v. indicates the center frequency. This lineshape

function should be normalized to unity. Although the spontaneous emission lineshape

function is recognized to exist, its functional form is not explicitly given here, as such

detailed knowledge is not required.

4.1.3 Formulation of the Spectral Overlap Integral

As laser-induced fluorescence measurements become increasingly quantitative,

inclusion of an overlap term to account for variations in the absorption lineshape with

temperature and pressure has become increasingly common (Lee et al., 1993; Battles et

al., 1994; Carter and Barlow, 1994; Paul and Dee, 1994). The overlap term is also

referred to as the overlap factor or the overlap integral. The overlap term is typically

defined as the spectral integration of the product of the spectral distribution functions of

the laser and the absorption transitions, each normalized to unity when individually

spectrally integrated (Gross et al., 1987). This definition results in an overlap term, g,

which has units of inverse wave number (1/cm_). Through subtle changes to the modeling

of the laser spectral irradiance, we have produced a novel overlap fraction, P_, that is

dimensionless and may be physically interpreted as the ratio of the total photon absorption

rate (s 1) in the actual broadened system to that which exists in the monochromatic limit

(Partridge and Laurendeau, 1995). This interpretation is more physically meaningful

compared with that of the traditional overlap term, which has a vague physical meaning.

The spectral overlap integral is a function which describes the spectrally distributed

interaction between laser radiation and an absorption transition. The spectral overlap

fraction, 1-'_, is the value of the spectral overlap integral for a given absorption transition,
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l-u, andlaser,L. This fractionrepresentsthelossfrom optimum(maximum)interaction

dueto bothdetuningof thecenterfrequenciesandthedifferentspectraldistributionsof

the laserradiationandabsorptiontransition. Forinstance,theoverlapfractionreflectsthe

fact thatalthoughthelasermayhaveanonzerospectralirradiancein afrequencyinterval

Av, little to no absorption of that radiation by the probe species may occur if Av is

situated in a wing of the absorption profile or completely off-line. In fact, the overlap

fraction will be less than unity even when the two line centers are coincident. It is the

variation in the overlap fraction that accounts for the variation in fluorescence signal as the

laser is tuned through a spectral line during an excitation scan. The dimensionless overlap

fraction is realized via the unique normalization of the laser spectral distribution function

described by Eq. (4.4). The overlap fraction may be evaluated numerically given the laser

and absorption spectral lineshape functions and FWHMs. The result is

F,u = f YA(') dv

 AL° expi jjl+( dv .

(4.6)

The second portion of Eq. (4.6) shows the form of the overlap integral for a laser and

absorption line with Lorentzian and Gaussian spectral profiles, respectively, assuming

alignment of the line centers (Vo) of the two profiles. Moreover, it is clear from Eq. (4.6)

that this unique formulation produces a dimensionless overlap fraction.

The importance of the overlap fraction can be assessed by considering the spectral

absorption rate, B_Iv(v,t)YA(v ). When Eq. (4.1) is used, at any given spectral position, vj,

the absorption rate becomes B_ I ° TL(t)Ya(vj)LL(v j) so that the total photon absorption

rate can be represented by the spectral integral of this function, or B_ I° TL(t)P_ L. Thus,

the total photon absorption rate in a broadened system is less than that for a

monochromatic laser interacting with a monochromatic absorption line for which l'l_L=l.
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In fact,evenin theunlikely conditionthatthelaserandabsorptiontransitionhave

identicallybroadenedprofiles thatarespectrallyaligned,thetotal absorptionratewill bea

fraction(equalto theoverlapfraction)of theabsorptionrate in themonochromaticlimit.

Forinstance,if thetwo constituentshavespectraUyalignedGaussianprofiles,this fraction

maybeshownto beapproximately0.664.Hence,ourdefinition of theoverlapfraction

representstheratio of thetotalphotonabsorptionratein theactualbroadenedsystemto

thatwhichwouldexistin themonochromaticlimit. This simplebuthighly usefulview of

theoverlapfractionis only possibleif it is adimensionlessparameter,asprovidedbyour

formulation.

Themorecommonoverlaptermg (1/cm1) is alsodefinedby Eq. (4.6),but with a

laserspectraldistributionfunction,LL(1/cm-1),normalizedto unity via useof

L°*= 2/(_'AvL) in placeof Eq. (4.4a)(Grosset al., 1987). Hence,thedimensionless

overlapfractionisrelatedto thedimensionaloverlaptermby I'_ = AVL'g. Thus, in

equations that relate the fluorescence signal to the probed species number density, which

have been developed with the dimensional overlap term g (e.g., Eq. 1 of Paul and Dee,

1994), the resultant grouping AVL'g may be collapsed to a single dimensionless parameter

I_lu,L •

A program to numerically evaluate the overlap integral was developed to

determine its value under different laser operating conditions. The program utilizes the

symmetry of the individual and combined spectral lineshapes by evaluating only one side

of the overlap integral and doubling the result. Spectral integration out to four times the

larger of the two FWHMs using a step size of 0.0001 cm -1 was sufficient to capture

approximately 100% of the Gaussian (absorption) lineshape and 97% of the Lorentzian

(laser) iineshape. This is expected and demonstrates the significance of the wings of the

Lorentzian profile. Nevertheless, the overlap fraction was constant to at least five decimal

places for a variation in the integration range from two to 10 times the larger FWHM. To

check the program, the overlap fraction for two identical Gaussian lineshape functions was

determined using the program and compared to a calculated solution. The numerical

result agreed with the exact solution to at least five decimal places.
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Theoverlapfractionhasbeennumericallyevaluatedfor arangeof laserspectral

FWHMsassumingLorentzianandGaussianlineshapesfor thelaserirradianceand

absorptiontransition,respectively.Generationof UV radiationfor excitationof NO via a

Nd:YAG pumped,dye-lasersysteminvolvessumfrequencymixing of theNd:YAG

fundamentalwith thesecondharmonicof thedyelaser.Hence,thebandwidthof this UV

radiationis afunctionof thebandwidthsof boththedyeandNd:YAG lasers.The

bandwidthof thedye laserhasbeenfoundto dependonly on theselectedorderof its

diffractiongrating. Thebandwidthof theNd:YAG laserdependsonwhetherit is

operatedin theunseededmode,with aninter-cavityetalon,or in the injectionseeded

mode.Hence,thebandwidthof themixedUV radiationis afunctiononly of theNd:YAG

laser'smodeof operation.Althoughthebandwidthof themixedradiationhasnotbeen

measuredexperimentally,Spectra-PhysicsestimatestheFWHMsto beapproximately1.15

cm1 for theunseededmode,0.35cm1 whenusingtheinter-cavityetalonand0.15cm-1for

operationwith injectionseeding(Spectral-Physics,1992).ThespectralFWHM of theNO

transitionwastakento be0.4cmt atatmosphericpressure(Reisel,1993b).Theresultsof

thenumericalcalculationof theoverlapfraction for thesethreemodesof operationare

tabulatedin Table4.1. Theoverlapfractionwascalculatedto beapproximately0.59,0.42

and0.26,for theunseededmode,operationwith theinter-cavityetalonandfor the

injectionseededmode,respectively.This indicatesthatthecouplingefficiencybetween

theavailablelaserirradianceandtheabsorptionline is highestfor operationof the

Nd:YAG laserin theunseededmode.

4.2 Applicabilityof RateEquationAnalysis

Theinteractionof laserradiationwith theprobemoleculeis mostrigorously

describedby thedensitymatrixmethodology.However,in particularcircumstancesit can

beshownthatthedisparityof time scales(collisionratevs.absorptionrate)involvedin

the interactioncausesthedensitymatrixequationstoreduceto themorecommonrate

equations(Milonni andEberly, 1988). Daily (1977)hasinvestigatedthespecific

circumstancesunderwhich arateequationanalysisisappropriate.His work indicatesthat

therateequationsareapplicablewhentherise timeof thelaserpulseis longcomparedto
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Table4.1 Numericalevaluationof theoverlapfractionP_ for aLorentzianlaser
lineshape of FWHM Av L and a Gaussian absorption lineshape of FWHM

AVA.

Mode AvA (crn I) AVL (crn 1) Fl_#

Seeded 0.40 0.15 0.26

ICE 0.40 0.35 0.42

Unseeded 0.40 1.15 0.59
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thecollisionaldecaytime (101° to 10 "11 S). Since the laser system used for the present

PLIF imaging work has a rise time of approximately 5 ns, the rate equation analysis is

applicable to these studies.

4.3 Model for Molecular Dynamics

A schematic of the relevant molecular excitation and relaxation processes is shown

in Fig. 4.1. The lower (1) and upper (u) laser-coupled levels correspond to a specific

rotational level within a specific vibrational level of the ground and fu'st excited electronic

states of the molecule, respectively. Because of this rotational, vibrational and electronic

level specificity, transitions between such levels are termed rovibronic transitions.

Although only vibrational and electronic levels are indicated in Fig. 4.1, each vibrational

level is understood to be composed of a manifold of rotational levels. The rate

coefficients for absorption and stimulated emission are indicated by W_ and W_,

respectively. A second radiative de-excitation path is spontaneous emission which is

characterized by isotropic emission of incoherent radiation at frequencies corresponding to

the energy differences between the upper laser-coupled level and the available rovibronic

levels in the ground electronic state. The net rate coefficient for spontaneous emission

between specific vibrational bands is indicated by A¢¢, where v' and v" denote the

vibrational quantum numbers of the upper and lower levels, respectively. Nonradiative de-

excitation processes are electronic quenching, photoionizaton and predissociation which

are assigned the rate coefficients Qe, Qt and Qp, respectively. Photoionization and

predissociation have been successfully used to perform quenching-independent,

controlled-loss spectroscopy (Salmon and Laurendeau, 1987; Arnold et al., 1990) but will

not be considered here.

4.3.1 Rate Equation Description of Molecular Dynamics

The molecular dynamics can be modeled as a two-level system which assumes that

the vibrational energy transfer rates in the lower electronic level are fast compared to the

rates shown in Fig. 4.1. With this assumption, the rate of change of population in the

upper laser-coupled level may be formulated as
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Figure 4.1 Schematic of molecular dynamics. The upper and lower laser-coupled

levels are labeled u and 1, respectively. Vibrational quantum numbers in the

upper and lower electronic states are indicated as v' and v", respectively.

The absorption and stimulated emission rate coefficients are labeled Wb,

and W_, respectively. The spontaneous emission rate coefficients for

specific band transitions are indicated by Acv.. The rate coefficients for

electronic quenching, photoionization and predissociation are labeled Q_,

Q1 and Qe, respectively.
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dN u

dt
- NzWtu- N,[W,,t + QP + Qt + AN ÷ Qe] , (4.7)

where

A N = _ Av,v,, (4.8)
v ,1

represents a net rate coefficient for spontaneous emission from the upper laser-coupled

level to all the rovibronic levels in the ground electronic state. With the definition of a net

spontaneous emission rate coefficient as formulated in Eq. (4.8), it becomes useful to

define a net emission lineshape function. This function operates on A N in the same manner

as discussed in Section 4.1.2 for the individual band transitions, i.e.,

ge (v) =

_, Av'v" YE(v_._'5(V:,._,,,v)
" (4.9)

A N

The populations of the upper and lower levels of the two-level model obey the

typical population conditions (Laurendeau and Goldsmith, 1989):

Nu(t=O ) = 0

Nz(t) ÷ Nu(t) = Nt ° = Nt(t:0 ) .

(4.10)

The fin'st condition of Eq. (4.10) implies that at typical flame temperatures insufficient

energy is available to cause an initial electronic excitation of the probed molecule. The

second condition of Eq. (4.10) indicates conservation of the initial population of the lower

laser-coupled level. This implies that the rates of population transfer from the laser-

coupled levels of the two-level model to othe r unspecified levels are equal to rates of

population transfer from these unspecified levels back into the laser-coupled levels. This
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isoftensatisfiedfor fastrotationalandvibrationaltransferrates,particularlyin theground

electronicstate.

SolvingEq. (4.7)for thepopulationin theupperlaser-coupledlevel is complicated

by thetemporaldependanceof theabsorptionandstimulatedemissionratecoefficients,

Wh,andW_, respectively.Theseratecoefficientsobtaintemporaldependancethrough

theirrelationto the laserspectralirradiance,Iv(v,t). However,for a molecularsystem

with aresponsetimemuchsmallerthananytemporalvariationsin thelaserspectral

irradiance,thepopulationdistributionreachesapseudosteady-statevalueat each

temporalinterval. For suchadisparityof time scales,theexcitedstatepopulation,Nu,

should follow the temporal variations in the rate coefficients, W_ and W_, as discussed in

Section 4.3.3.

The response time of the molecular system may be investigated by observing its

response to a step-irradiance input. With such an input, the absorption and stimulated

emission rate coefficients become constants. For such a condition, the time-dependent

population of the upper laser-coupled level (molecules/cm 3) is found to be

N(t) = Wtu Nt ° 13-1 [1 - e -_t ] , (4.11)

where

[3 = Wtu + Wul + A s ÷ Qe = YWlu + As + Qe" (4.11a)

The relation gtW_ = guW_ has been used to define the variable _t=l+gl/g u in Eq. (4.1 la);

the possible effects of photoionization and predissociation have been neglected. The

variable 13is recognized to be the inverse time constant for this first order system. The

time constant is maximized for the case of linear fluorescence, in which case 13--Qe. Using

the value for the electronic quenching rate coefficient listed in Table 4.2, [3x = 1.7 ns for

this case, which indicates that it takes approximately 5 ns (i.e., 3 [3_) for the upper-level

population to reach 95% of its steady-state value, W_N_ 13_.

A realistic laser pulse provides a more gradual input compared to a step input.

However, with a typical laser pulse temporal FWHM of 8 ns, the time constant for the
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Table4.2 Typical valuesfor differentspectroscopicparameters:Excitationof the
Q22(26.5)line of they(0,0) bandof NO with detectionin they(0,1) and
higherbands.Thenetspontaneousemissionratecoefficientwasobtained
from PiperandCowles(1986),theelectronicquenchingratecoefficient
wasobtainedfrom Reisel(1993b),andthevaluesfor thevariable_tandthe
EinsteinB coefficientwereobtainedfrom Reiselet al. (1992).

AN = 4.59 x 10 .3 ns "I

Qe = 0.6 ns 1

7=2

B_u = 310.86 cmZcml/J
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simple case discussed above is not short enough to immediately justify the desired

disparity of time scales. This indicates that a significant portion of the fluorescence,

through each pulsed fluorescence event, may occur under non-steady conditions.

Typically, a qualitative PLIF analysis assumes the fluorescence rate to be at steady-state

throughout the laser pulse. Clearly, any deviation from the steady-state condition during

the laser pulse must be quantified if quantitative information is to be extracted from PLIF

images. This requires solving Eq. (4.7) with time-dependent absorption and stimulated

emission rate coefficients using numerical techniques. Any significant unsteady response

should cause the temporal distribution of the fluorescence signal to deviate from that of

the laser pulse. The fluorescence signal was experimentally observed to temporally follow

the laser pulse. Hence, the response time of the molecular system is assumed to be

sufficiently fast so as to allow the transient term in Eq. (4.11) to be neglected. In this

limit, the time dependent population of the upper laser-coupled level, Nu(t), becomes

Wh,(t)N_/13(t) with the time dependance of 13arising from the spectral irradiance via the

absorption rate coefficient, W_.

4.3.2 Photon Emission Rate for Fluorescence

A fluorescence photon is emitted from the probe volume each time an

electronically excited molecule relaxes to the ground electronic state via spontaneous

emission. Since an electronically excited molecule can relax to a number of vibrational

levels, each with a manifold of rotational levels, the fluorescence has a finite spectral

bandwidth characteristic of the different relaxation paths available. Use of the net

spontaneous emission rate coefficient, as defined by Eq. (4.8), accounts for all possible

relaxation paths. As mentioned in the preceding section, fluorescence is an isotropic

process and hence, the photons are uniformly emitted into 4re steradians. With these

considerations, the photon emission rate (photons/cm3"sr's) for fluorescence may be

formulated as

dEe 1
N.(t) A N . (4.12)

dt 4re
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4.3.3 PhotonCollectionRatePerPixel

Thephotoncollectionrateperpixel at theentranceface(photocathode)of the

ICCD is influencedbythecollectionopticsthroughtheir effecton thecollectionefficiency

andthecollectionvolume. Spectralfiltering of thefluorescenceis addressedin a later

section.Moreover,thepoint spreadfunction of theICCD is assumedto beadelta

function(i.e.,pixel dimensionsprojectedbackthroughtheICCD ontothephotocathode

areexactspatialduplicates).

Becausethecollectionopticssubtendafinite solidanglerelativeto theprobe

volume,only afractionof thetotal isotropicallyemittedfluorescenceis capturedand

focusedonto theICCD. Definingthesolid anglesubtendedby thecollectionopticsasf_,

thefractionof thetotal fluorescencephotonswhich arecollectedis _/4r_. This fractionis

furtherreducedbyreflectionlossesat eachopticalsurfacein thecollectionopticssystem.

A generalopticallossfactorrI is definedto accountfor thesereflectionlosses.

For agivenphotonemissionrate,dEp/dt,andagivencollectionopticssystem,the

totalnumberof photonsinterceptedby eachpixel is dictatedby theextentof the

collectionvolumecorrespondingto eachpixel. Thespatialextentof thepixel collection

volumenormalto theopticalaxisof thecollectionoptics(i.e.,in theplaneof thelaser

sheet)is dictatedby thedimensionsof eachpixel andthecollectionopticsmagnification.

Assuminganegligiblepointspreadfunctionfor theICCD,theCCDpixel dimensions,y'

andz', projectbackthroughtheintensifierto produceexactspatialduplicatesonthe

entranceface(i.e.,photocathode)of theICCD. Thesepixeldimensions,y' andz', on the

photocathodearethenrelatedto thosein the lasersheetvia thecollectionoptics

magnification. Foragivenmagnification,M, thetransversespatialextentof thecollection

volume,y andz,maybeexpressedasy=y'/M andz=z'/M. Thelongitudinalspatialextent

of thecollectionvolume,x, isdictatedby thethicknessof the lasersheet.Theunfiltered

photoncollectionrateperpixel attheentrancefaceof theICCD,dCp,T/dt(photons/s),

maynow bedeterminedbyintegratingthephotonemissionrateoverthepixel collection

volume. Includingtheopticallossfactors(f2andrl), weobtain
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dC&r dEp
-nn f zfyfx

dt :o :o Jo dt

= rlf2 dEe foZfoYfo x dxdydz= rl_ dEed--'-[- T Vc (4.13)

f2 o Wt,(t) _(t)_x AN
= "q "_ Vc N ,

where we have employed Eqs. (4.11) and (4.12) with the steady-state approximation.

Since the CCD pixel is the minimum spatial sampling interval, spatial fluctuations in the

field within the projected pixel dimensions am unresolved. Hence, the photon emission

rate must be assumed to be some average over the pixel collection volume and may

therefore be taken outside the spatial integration in Eq. (4.13).

The total number density (NT) of the probed species is typically of greater interest

than the number density in the lower laser-coupled level, N_. The Boltzmann fraction,

fB(T), relates these two number densities via

Nl °
f (T ) - (4.14)

Equation (4.14) emphasizes the temperature dependance of the population distribution of

the probe species in the ground electronic state. The absorption and stimulated emission

rate coefficients, Wh, and W_, are typically expressed in terms of the Einstein B-

coefficients and the laser spectral irradiance, e.g.,

W_](t) = (_] /c) Iv(t) = Bij Iv(t) (4.15)
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for amonochromaticlaserinteractingwith amonochromaticabsorptionline. Thetotal

photoncollectionrate(i.e.,photons/s)for monochromaticconditionsmaynow be

obtainedby substitutingEqs.(4.14)and(4.15)intoEq. (4.13)to obtain

dCp,T _

,:it
f] Vc fB(T) Nv Bt. Iv(t) [3(t)-IAN

rl- n
(4.16)

Generalization of this expression to account for spectral broadening is presented in the

following section.

4.3.4 Inclusion of Spectral and Temporal Dependance

Before any spectral and temporal gates may be applied to the photon collection

rate of Eq. (4.16), the spectral and temporal dependance must be clarified using the

relations developed in Section 4.1. Substituting the shape functions for the laser and

spectral lines from Eqs. (4.1) to (4.5) and Eq. (4.9) into Eq. (4.16) gives the most general

form of the photon collection rate. However, by introducing the excitation and emission

spectral dependencies into Eq. (4.16), the total photon collection rate is expressed per unit

excitation frequency interval and per unit emission frequency interval. Thus, the

s'Cmex'Cm_ ), where crn_ represents the excitationappropriate units are photons/( -1 -x

frequency interval and cmd_ represents the emission frequency interval. Making these

substitutions, we obtain

d3Cp.T
- rl_-_--Vc fs(T) N r Bt,,YA(V_x) I ° To(t) LL(V,x) [3(t)-_ANYeN(Ver,) (4.17)

dv_dvemdt 4_

where subscripts have been added to differentiate dependencies on excitation frequency,

Vex,from dependencies on emission frequency, v,,,,. Inte_ating Eq. (4.17) over all

excitation frequencies and using Eq. (4.6), we obtain

d2Cp,T _

dVe_dt
rl _ VcfB(T) NT 1-',,z Btu I f TL(t ) _(t) -1 A N YEN(Veto) (4.18)



62

where

[J(t) = _[ Plut. Blu I° TL(t) + AN + Qe (4.18a)

results from a similar integration of Eq. (4.1 la) over all excitation and emission

frequencies and using Eqs. (4.9) and (4.15). Equation (4.18)represents the fluorescence

collection rate per unit emission frequency interval (i.e., photons/( s'cmd_ )) in a form

suitable for the application of spectral (emission) and temporal gates. Equation (4.18) is a

generally applicable equation which assumes only steady-state fluorescence and excitation

via a single isolated spectral line.

4.3.5 Application of Spectral Filters

High-pass spectral filters are typically incorporated in the collection optics system

for planar imaging experiments to reject both Rayleigh and Mie scattering at the laser

wavelength. For point measurement techniques, this spectral filtering is achieved via use

of a monochromator. As demonstrated in Chapter 6, colored-glass spectral filters do not

produce a perfect spectral gate but rather have some characteristic transmission vs.

frequency profile. This profile may be obtained from the filter manufacturer or may be

measured experimentally by monitoring the transmission of scattered radiation from a

tuned laser. Since each filter combination will produce a different spectral profile, a

specific form cannot be assumed. Rather, a spectral filter function, F(v), is accepted as

having been determined such that it describes the transmission (F(v)=l for 100%

transmission) of the filter system as a function of frequency. This spectral distribution

function is not normalized but rather acts as a weighting function.

The collection rate of filtered fluorescence photons, dCp.r./dt (photons/s), may be

determined by applying the spectral filter function to the total photon collection rate per

unit emission frequency interval and integrating over all emission frequencies. Thus, using

Eq. (4.18),
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dC pdr

dt
- f÷_ d2Ce.r

-- dVemdt F(Vem) dVem

= "Q_Vc fB (T) NT _luL Blu I: TL(t ) _(t)-laN f__*_YEN(Vern)F(Vern)dVem

= _]-_V c fs(T) N T dp(t) _tuJ_ Btu I° TL(t) ,

(4.19)

where

_*: Vdg(t) = _(t) -1 A N f YEN(era) F(Vern) dVem = _ (t)-I ANj_ (4.19a)

The fluorescence yield (¢b) as defined in Eq. (4.19a) is the probability that the absorption

of a pump (laser) photon will result in emission of a fluorescence photon within the

spectral bandwidth of the collection optics (Allen et al., 1993). Notice that the

fluorescence yield is specific to a given excitation scheme through its dependance on the

Einstein B-coefficient (an excitation variable) and a given detection scheme via its

dependance on the spectral f'tlter function (a detection variable).

4.3.6 Amplification and Digital Conversion by the ICCD

In terms of fluorescence theory, the ICCD may be considered to be a device for

amplifying, temporally gating or integrating, and converting the fluorescence signal.

During the time that the camera is gated on, the fluorescence signal is amplified by the

intensifier and integrated on the CCD array. This integrated signal array is then converted

to a digital array for storage on a PC. Although the actual sequence of events is

amplification, integration and conversion, it is mathematically equivalent to amplify and

convert the filtered photon collection rate from Eq. (4.19) and then to apply temporal
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integration.This is theapproachtakenheresothatthecamera'seffectonthesignalmay

beisolated.

In theprocessof passingthefluorescencesignalthroughthecamerasystemto be

storedasadigital signal(counts),spectrallyandspatiallydependentamplificationand

noiseareimpartedto thesignal. Thespectralvariationin theamplificationmaybe

experimentallymeasuredby scanningascatteringsource(laser)overtherangeof signal

wavelengthsandrecordingthespectralpixel responsivity.Thisprovidesapixel specific

spectral-amplificationfilter whichcanbeappliedto thephotonsignalin a mannersimilar

to Eq. (4.19). Manyof thenoisecontributionstOthesignalarerepeatablefor agiven

detectionclockingschemeandmaythusbemeasuredseparatelyandsubtractedoff as

describedin AppendixD. Thedarknoise,whichresultsfrom thermalor Johnsonnoise

integratedover thereadoutcycle (i.e.,R__x [numberof on-chipintegrations]),is

repeatableandhencesubtractablefor agivenreadoutcycleandchip temperature.

Readoutof theCCD arrayproducesafixedpatternnoisewhich is constantaslongasthe

readoutrateof the camera is constant (Simpson, 1979). All of the repeatable noise

sources may be combined into a single noise image which may be subtracted from the

fluorescence image via post processing. A significant amount of work has been devoted

to quantification of and correction for camera noise sources (e.g., van Cruyningen et al.,

1990). Hence, such techniques will be accepted and thus camera noise will be taken as

zero in the present discussion. Ultimately, signal contributions from such noise sources

are accounted for as described in Appendix D.

The ICCD functions as a photon-to-digital signal converter with pixel-speciflc

gain, G, and response, R (counts/photon), functions. Hence, the digital fluorescence rate,

dC_dt (counts/s), may be determined as the product of the filtered fluorescence collection

rate (photons/s) from Eq. (4.19) and G-R, so that

dCD - G R dCP'F

dt dt (4.20)

G R rl_-_--Vc fB(T) N T d9(0 ['t,,Z Bt,, I° Tt.(t) o

47Z
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A direct relationship between the experimentally obtained digital fluorescence signal, CD,

and the probed species number density, NT, may be obtained by integrating Eq. (4.20)

over the temporal gate of the ICCD. However, execution of this integration is simplified

if the fluorescence is in either the linear or saturated regime. Hence, the following section

recasts Eq. (4.20) in terms of the saturation spectral irradiance. After the digital

fluorescence signal rate is recast in this most general form, the specific cases of linear and

saturated fluorescence can be investigated.

4.3.7 Formulation Using the Saturation Spectral Irradiance

The inverse transition lifetime (Eq. 4.18a) may be expanded in the equation for the

fluorescence yield (Eq. 4.19a) and the result may be rearranged as follows:

_P(t) - ANdr - ANy

_(t) Y FtuZ Slu I° TL(t) + AN + Qe

ANy 1

o AN ÷ QeY Y'tuzBt, Iv TL(t) 1 +

¥ rtuz I/TL(O

(4.21)

AN.F

Y I_t,,z Bt. I ° Tt(t )
[ sat 1- I

-v
1 +

I ° TL(t )

where

i sat _
v

AN + Qe

Y Ptu,C Bt.
(4.21a)
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Thesaturationspectralirradiance,IS_"t,definedin Eq. (4.21a)differs from thestandard

definition (e.g.,seeEckbreth,1988)in thatit usesthenetspontaneousemissionrate

coefficientandincludestheoverlapfraction. Equation(4.21)maybesubstitutedintoEq.

(4.20)to expressthedigital fluorescenceratein termsof thesaturationirradiance,i.e.,

dCD - G R rI _ V c fB(T) N T AN'F -v

dt _ _ 1 + I ° TL(t) (4.22)

Because the laser spectral irradiance is a function of time, the spectral irradiance ratio,

I_/I_ TL(t), in Eq. (4.22) will vary through the laser pulse. The limiting cases of linear and

saturated fluorescence exist in the limits of the bracketed term in Eq. (4.22). These limits

are driven by variations in the spectral irradiance ratio and are investigated in the following

sections.

4.4 Linear Fluorescence

In the limit that I_° TL(t) <_I_"t, the bracketed term in Eq. (4.22) reduces to

I F TL(t)/I _. In this linear fluorescence limit, the digital fluorescence rate reduces to

dCff N f_ Vc fs(T) NT ANY I ° TL(t )
- G R r I I sat

dt _ Y -v

dpUN o
= G R r I _ V c fB(T) N T P,,,,L Blu Iv TL(t) ,

(4.23)

where we have used Eq. (4.21a), and

_HN _ ANY

AIv + Q_
(4.23a)
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is thefluorescenceyield in thelinearfluorescencelimit. Noticethattherighthandsideof

Eq.(4.23)is linearwith respectto thelaserspectralirradiance,ascharacteristicof linear

fluorescenceprocesses.

Integrationof Eq. (4.23)overthetemporalgatewidth, tc,producesthedesired

relationbetweentheprobedspeciesnumberdensityandthedigital signalin thelinear

fluorescencelimit. UsingEq. (4.3c),weobtain

t o LIN

f dt
dt

0

lG
f_

= G R r I -_ V c fB(T) N r I'l. z alu dPLIN I ° f rL(t) at
0

(4.24)

_'_ Iff_LIN o

= G R r I _ V c fs(T) N r Ftul. Bt. I_ At L

when

3At L
tG > (4.25)

v n2

If the condition on the gate width specified by Eq. (4.25) is satisfied, then the temporal

integral in Eq. (4.24) reduces essentially to At L. Recall from Eq. (4.3a) that the temporal

profile of the laser is normalized to the FWHM for infinite integration. However,

expanding the integral and evaluating via the error function (Ozisik, 1980), one can show

that more than 99.99% of the total profile is captured if Eq. (4.25) is satisfied. Equation

(4.24) can be inverted to determine the probed species number density, NT, from the

digital fluorescence signal, CLD_, as long as the fluorescence is in the linear regime

throughout the laser pulse.
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4.5 SaturatedFluorescence

If sufficientlaserirradianceis available,quenching-independentspecies

concentrationmeasurementsarepossibleviasaturatedfluorescence.Spatiallyextended

saturatedfluorescencemeasurementsof OH havebeendemonstratedalonga line (Alden

et al., 1982) and in two dimensions (Schafer et al., 1991). These one- and two-

dimensional LSF investigations incorporated a frequency-doubled Nd:YAG-pumped dye

laser at -283 nm with -20 mJ/pulse, and a tunable XeC1 excirner laser at -308 nm with

-250 rnJ/pulse, respectively. Excitation of NO around 226 nm via a Nd:YAG-pumped

dye laser requires an additional nonlinear process which further reduces the laser output.

By formulating theory describing saturated fluorescence, estimates can be made

concerning the ability to perform spatially extended saturated fluorescence measurements

of NO. Moreover, it allows identification of those laser parameters (seeded vs. unseeded)

which maximize the potential for saturation. The final general equation describing

measured fluorescence signals under saturated conditions may also be reduced further to

describe point LSF measurements of [NO].

4.5.1 Saturated Fluorescence Theory

In the limit that I ° Tt(t ) >>T_'-v, the bracketed term in Eq. (4.22) reduces to unity and

the fluorescence is said to be saturated. In this saturated fluorescence limit, the digital

fluorescence rate reduces to

dcSAT _2 AN,F
- G R r I V cfB(T) N rat ¥

(4.26)

Equation (4.26) demonstrates that the saturated fluorescence rate is independent of both

the laser spectral irradiance and the electronic quenching rate coefficient. Such

independence, particularly for the electronic quenching rate coefficient, is the primary

hallmark of saturated fluorescence measurements.

Although the right-hand side of Eq. (4.26) indicates that the saturated digital signal

rate is independent of time, care must be taken to apply this expression only when the
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transitionis fully saturated.As mentionedpreviously,theirradianceratio in Eq. (4.22)

variesthroughthelaserpulse. Thisvariationcomplicatessaturatedfluorescence

measurementswith widetemporalgates,i.e.,ta >ATE, because although the transition may

be saturated at the peak of the laser pulse, there is always some portion of the temporal

wings where I ° TL(t) _ I_ SO that the fluorescence signal displays linear and partially

saturated behavior. Hence, in a saturated imaging experiment, the wide temporal gates

associated with planar imaging will integrate over temporal regimes for which the

fluorescence is linear, partially saturated and saturated. We can, for example, investigate

the situation where the transition is fully saturated for a time ts centered about to in a

strongly collisional environment. Assuming the fluorescence to be either fully saturated or

fully linear, and using Eqs. (4.23) and (4.26) for the appropriate temporal regimes, we

obtain

t S

t c t° *'_ SAT tG 1.IN

dCD dCo dCo
=  dt=2 f dt+ 2 fCD f dt dt dt

0 to to +_

Vc fs(T) N T ANY
= GRrI'_ -_ ts

tG

+ 2 _Iv° f Tl(t ) dt
isat

(4.27)

where the symmetry of the temporal profile has been exploited, as well as Eqs. (4.21a) and

(4.23a). The terms proceeding the bracketed terms in Eq. (4.27) are common to signals

from both the saturated and linear fluorescence regimes. The fast term in the brackets of

Eq. (4.27), ts, accounts for the portion of the integrated signal due to saturated

fluorescence. This term indicates that for the time ts, the laser spectral irradiance is

sufficiently large for the transition to be considered fully saturated. The second or additive

term in the brackets of Eq. (4.27) accounts for the linear fluorescence in the rising and



7O

falling wingsof thelaserpulse.In the limit thattsgoesto zero,Eq.(4.27) reducesto Eq.

(4.24)for linearfluorescence.

Equation(4.27)demonstratesthedifficulty in makinglaser-saturatedfluorescence

(LSF)measurementswith widetemporalgates.Forpoint LSFmeasurements,the

temporalgateof thesystem,tcasF,canbemadesufficientlysmallandpositionedsothat

only fluorescenceat saturatedconditionsis collected.With suchaconfiguration,Eq.

(4.26)maybeintegratedovertG_.SFSOthattheresultis equivalentto replacingthe

bracketedtermin Eq. (4.27)with tc_sF.Thisconditionwassatisfiedfor theLSF point

measurementsof [NO] in Chapter7 via useof a 500-pstemporalgate. With wide

temporalgates,Eq.(4.27)indicatesthataportionof thesignalis alwaysdueto linear

fluorescence.By increasingthenormalizedspectralirradianceof thelaser,I_",thetimeat

whichthespectralirradianceratio, I_t/I° Tr.(t),of Eq. (4.22)becomessufficiently smallso

thatthetransitionmaybeconsideredsaturatedcanbemadeto occurearlierin the laser

pulse. In thismanner,tsmaybeincreasedvia I,_. However,the irradianceratio, I_/I_, in

Eq. (4.27)indicatesthatthesignificanceof thetemporalwingsof thelaserpulse,andthus

thecontributionfrom linearfluorescenceincreaseslinearlywith I,° . Hence,Eq. (4.27)

showsthatit is impossibleto obtainfully saturatedfluorescencemeasurementswith wide

temporalgates.

AlthoughEq. (4.27)indicatesthatit is not possibleto drive thelinearportionof

thefluorescencesignalto insignificantlevels,it doesindicateauniquerelationship

betweenthedifferentcomponentsof thesignal. Specifically,thetransitionmay

consideredto besufficientlysaturatedabovesomeparticularirradianceratio (IR). With

thisvaluedetermined,ts is specifiedfor agivenIv°throughthetemporaldistributionvia

I_° TL(ts)=IR.I_. Throughthisrelation,Eq.(4.27)becomesafunctionof asinglevariable,

tsor I_. Theintegrationmaythenbeevaluatednumericallyatdifferentlevelsof laser

irradianceto assesstherelativecontributionsto thetotal signalfrom thedifferent

components.This, in turn,would indicatetherelativesensitivityto theexperimental

parameters,e.g.,theelectronicquenchingratecoefficient. By employingsuchan

approximaterelationshipbetweenthedifferentsignalcontributionsasaffordedby Eq.
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(4.27),apathwayis providedfor exploringtheutility of temporally-integrated,saturated-

imagingmeasurements.

4.5.2 Influenceof LaserParameters

Theinfluenceof theNd:YAG laser'smodeof operation(injectionseeded,inter-

cavityetalonor unseeded)on theoverlapfractionwasdiscussedin Section4.1.3.

Operationof the lasersystemin thedifferentmodeschangesboththebandwidthandthe

energyperpulseof themixedUV radiation.Hence,eachmodeof operationhasunique

valuesof the laserbandwidth,energyperpulseandoverlapfraction. Thesevariables

affectthe laserspectralirradianceand/orthesaturationirradiance,andhenceinfluencethe

ability to saturate.To maximizethepotentialfor saturation,theoptimummodeof

operationof the lasersystemmustbeidentified.

Thedegreeof saturationis increasedby maximizingthespectralirradianceratio,

IF/I_. Thus,theoptimalmodeof lasersystemoperationfor saturatedfluorescence

measurementsis thatwhichmaximizesthisirradianceratio. Theonly variablesin Eq.

(4.22)which changewith thelasersystem'smodeof operationarethenormalizedlaser

spectralirradianceandthesaturationirradiance.Thus,theratioof theirradiancesmaybe

expandedto revealthedependanceon theappropriatevariablesby usingEqs.(4.2)and

(4.21a),i.e.,

xo
[sat ALAVLAtLAN+QeALAtL(AN+Qe)l" ]"

(4.28)

In Eq. (4.28), the variables which change with the laser system's mode of operation have

been isolated in the square brackets on the right-hand side. Hence, the mode of operation

which maximizes the ratio Rx = ELI-'_/A VL will most effectively saturate the NO transition.

The variations in 1-'t_ and Av L were summarized in Table 4.1. The energy per pulse of the

mixed UV beam has been conservatively measured (i.e., with a sufficiently divergent dye

laser beam so as to produce a strong lock on the nonlinear crystal's active angle tuning

mechanisms in the WEX-2C, as described in Chapter 5) with the Nd:YAG laser in the
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injectionseededandunseededmodes;theresultingvaluesare8 mJ/pulseand5 mJ/pulse,

respectively.Althoughthelasersystemusedwith theplanarimagingfacility isnot

currentlyequippedwith aninter-cavityetalon(ICE), it is configuredto acceptanICE if

needed.Theenergyperpulseexpectedfor Nd:YAG operationwith anICE isestimated

to be6.5n'd/pulse.Thevaluesof theindividualvariablesandtheresultingratioRI for

operationof the lasersystemin thedifferentmodesaresummarizedin Table4.3. These

resultsmakeit clearthatsaturationismostprobablewith thelasersystemoperatingin the

injectionseededmode.

4.5.3 SpatiallyExtendedSaturation

Saturatedfluorescencehasbeensuccessfullyusedto measureNO concentrations

atapointin anatmosphericpressureflame(e.g.,seeReiselet al., 1993a).With sufficient

UV laserpower,saturatedfluorescenceispossiblein extendedareassuchasalongaline

or in a sheet.Suchspatiallyextendedsaturationhasbeendemonstratedfor OH alonga

hneusingaNd:YAG-pumpeddye-lasersystemnear283nm(Aldenet al., 1982)andin a

sheetusinganexcimerlasernear308nm (Schaferet al., 1991). Excitationof NO near

226nmusingaNd:YAG-pumpeddyelaserrequiresanadditionalnonlinearmixing

process,relativeto generationof UV radiationfor OH excitation,andconsequently

reducesthebeampower.

As discussedin Section4.5.2,thedegreeof saturationis proportionalto theratio

of the laserto saturationspectralirradiances.As thisratio goesto infinity, thetransition

becomesfully saturated.However,realisticallythisratio is setby themaximumavailable

laserspectralirradiance(via themaximumpowerperpulseandtheminimumachievable

focusspotsize)andtheexperimentallyacceptabledeviationfrom saturation(with

consequentsensitivityto variationsin theelectronicquenchingratecoefficientandlaser

spectralirradiance).For pointmeasurements,thefirst criterion is usedto setthe

irradianceratio althoughit is not typicallyevaluatedexplicitly. For spatiallyextended

measurements,thequantitativenessof themeasurementmaybesacrificedto obtain

partiallyquantitativeinformationoverafinite area. In suchacase,thesecondcriterionis

usedto setthe irradianceratiobasedon theacceptedsensitivityto environmental



73

Table4.3 Evaluationof theratio Rr=ELPtu,L/A VL for the different modes of laser

operation. Maximization of the ratio R_ indicates the mode of operation for

which saturation is most probable.

Mode FluL AVL (cm l)

Seeded 0.26 0.15

ICE 0.42 0.35

EL (m J/pulse)

8.00

6.50 RI (m J/pulse13.877.802.56cm1) I
Unseeded 0.59 1.15 5.00
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conditions. In practice, this ratio would probably not be evaluated but rather would be

extracted from relative experimental measurements. To predict the extended spatial range

that may be saturated, the variation in the degree of saturation with irradiance ratio must

be investigated as well as the magnitude of achievable laser UV spectral irradiance relative

to the calculated saturation irradiance.

As indicated by Eq. (4.22), the degree of saturation (DOS) is determined by the

quantity(l+I_/I ° Tr(t)) I which goes to unity in the saturated limit. Hence, the variation in

the DOS with relative laser spectral irradiance may be observed by plotting this quantity

vs. the irradiance ratio. The DOS for T(t)=l and a range of irradiance ratios is shown in

Fig. 4.2, which displays the expected trends. The DOS-slope curve reflects the variation

in the slope of the DOS with irradiance ratio. In the limit of full saturation, the DOS-slope

curve goes to zero indicating the observed independence of the saturated fluorescence

signal, CD, to variations in the laser irradiance. Figure 4.2 demonstrates that full saturation

is approached asymptotically and that the major nonlinear DOS growth occurs for

o sat
0.5 < Iv/L < 6. The primary value of Fig. 4.2 is that it indicates the order of magnitude

of I °/Iy required for saturation. Based on Fig. 4.2, a minimum value of the normalized

laser spectral irradiance for full saturation may be chosen as 10(I_).

The saturation irradiance defined in Eq. (4.21a) may be calculated for operation of

the laser in the seeded (most optimum) mode by using the appropriate value of the overlap

fraction calculated in Section 4.1.3, estimating the value for the electronic quenching rate

coefficient, and obtaining the remaining spectroscopic data from the literature. Employing

the values of the different parameters in Table 4.2, the saturation irradiance for the

Q22(26.5) line of the y(0,0) band of NO is calculated to be 3.74x106 W/cm2"cm _.

Therefore, using the minimum saturation criterion defined above requires that I_ > 10(Iy)

= 3.74x107 W/cmZ-cm I. Since operation of the injected seeded laser system at a given

repetition rate fixes the spectral and temporal FWHMs and the energy per pulse, the cross-

sectional area of the laser beam (At.) may be expanded (i.e., formed into a shee0 up to the

point where the chosen saturation criterion (I ° > 10(I )) is just satisfied. Taking the

seeded laser parameters to be Ate=8 ns, AvL=0.15 cm I and Er=8 mJ/pulse and using Eq.

(4.2), the chosen saturation criterion provides that A r < Ei](10AtrAVi I_) = 0.178 cm z =
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17.8mm2 =At._t/10. For a laser sheet with a thickness of 0.5 ram, this would correspond

to a height of 35.6 mm = 3.56 cm. Although this value represents the maximum sheet

height which would just satisfy the saturation criterion, it does indicate that spatially

extended saturation of NO is possible. However, no consideration has yet been given to

reflection losses at optical surfaces.

An alternate method for assessing the ability to saturate an extended area is to

choose the desired area and to compare this area to the saturation area (At_t) defined

above, noticing that the chosen saturation criterion may be written as 10 <I °/I_=

At.JAL. For a laser sheet 0.5 mm x 5 mm, AL=2.5 mm 2 and I_/I_=178/2.5=71.2 which

is _eater than the accepted value of 10. If the optical train contains two mirrors and two

lenses (6 surfaces total) and there is a 4% loss at each surface, only approximately 78% of

the laser irradiance arrives at the probe volume, resulting in I_/I_=0.78(71.2)=55.5 >10.

For saturation of a line with a 0.5 mm diameter beam (AL-_0.2 ram2), including the

estimated optical losses, I ° fi_=0.78(178/0.2)=694 >10. These results again indicate that

spatially extended saturation of NO is possible at the temporal peak of the laser pulse.

To implement saturated imaging, an experimental technique must be developed to

quantitatively assess the degree of saturation. Specifically, two images at different laser

powers are not sufficient to quantitatively assess the degree of saturation. For LSF point

measurements, the saturation curve (Section C. 1) provides a means of quantitatively

assessing the degree of saturation. For one-dimensional saturated imaging (i.e., along the

axis, z, of a loosely focused laser beam) the degree of saturation could be assessed from a

saturation surface. The axes of such a saturation surface would be space (i.e., z), relative

fluorescence signal, and relative laser power. Hence, the saturation surface would contain

the traditional saturation curve for each point along the focused laser (i.e., each point

along z). In practice, spatial wing effects could be minimized by using sufficient

magnification and monitoring only signals from the pixels of the ICCD corresponding to

the central portion of the focused laser. Quantitatively assessing the degree of saturation

in a two-dimensional saturated imaging experiment would be further complicated by the

existence of two spatial dimensions. Specifically, four dimensional information (i.e., y, z,

relative fluorescence signal, and relative laser power) is even more difficult to analyze.
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Nevertheless,for suchexperiments,amodifiedsaturationsurfacecouldbegenerated,for

example,by collapsingthevariationsin relativefluorescencesignalandrelativelaser

powerinto a singlevariable(e.g.,theslopeof thesetwovariables)thatgoesto zeroin the

saturatedlimit. Hence,a saturationsurfaceor modifiedsaturationsurfaceprovidesan

experimentaltechniquefor quantitativelyassessingthedegreeof saturationin saturated-

imagingmeasurements.

A saturationsurfacewasgeneratedto evaluatethepossibility of one-dimensional

saturatedimagingof NO in theAIDF burnerdescribedin Section5.7. This experiment

usedtheopticalsetupdescribedfor theLSFexperimentsin Chapter5. Themaximum

laserpowerusedfor theexperimentcorrespondedto ~7 rnJ/pulseout of theFA in Fig.

5.4. This laserpoweris muchgreaterthanthe -3.65 mJ/pulserequiredto saturatethe

Q2(26.5)transitionof NO (seeSections5.2.2andC.3). Neutraldensityfilters wereused

to impose13levelsof attenuationrangingfrom 100%to 0.4%transmission.Hence,the

rangeof laserpowersinvestigatedshouldhaveproducedvaryingdegreesof saturation.

Themagnificationof theICCD collectionopticswas~0.46,whichproducedaper-pixel

resolutionin thelaserof 50 ]am.This spatialresolutionshouldbesufficientto minimize

laserwing effects.An imagewastakenfor eachlevelof attenuationby integrating500

shotsonchip andusingtheminimum 18-nstemporalgatewidth of theICCD. To

generatethesaturationsurface,weusedthefluorescencesignalsfrom therow of pixels

correspondingto thecenterof the looselyfocusedlaser.The saturationsurfacewasbuilt

up imagebyimageto provideaone-dimensional,spatially-resolvedindicationof the

variationin fluorescencesignalwith relativelaserpower.

Thesaturationsurfaceresultingfrom theone-dimensionalsaturatedimaging

experimentdisplayednominallylinearbehaviorovertheentirerangeof laserpowers

investigated.Thisresultwaspredictedby Eq. (4.27)andis dueto thewide temporalgate

width of theICCDrelativeto thetemporalFWHM of thelaser. Specifically,thelinear

fluorescencein thetemporalwingsof thelaserpulsedominatedthecombinedlinear-

fluorescence,partially-saturated-fluorescenceandsaturated-fluorescencesignalsintegrated

overthegatewidth of thecamera.Hence,althoughspatiallyextendedsaturationis

possiblewith Nd:YAG-pumpeddye-lasersystems,therelativelywidetemporalgate
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widthsof ICCDspreventrealizationof saturatedimaging(with suchlasersystems).

However,this indicatesthatsaturatedimagingis ICCD-technologylimited. Currently,

ICCDswith 5-nsgatewidthsarecommon(e.g.,secondgenerationimageintensifiersfrom

DEP,Delft Instruments,Netherlands;the4-Quik-05ICCD from StanfordComputer

OpticsInc., PaloAlto, CA). This is aprofoundimprovementcomparedto the 18-nsgate

width of theICCD usedandrepresentsa72%reductionin theICCD temporalgatewidth

overthepast -6 years.However,this improvedgatewidth is still notsufficientfor

saturatedimagingwith - 8-ns temporal FWHM lasers. As for point LSF measurements,

saturated imaging with such laser systems will require ICCD temporal gate widths on the

order of 500 ps.
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CHAPTER5

EXPERIMENTALAPPARATUS

ThePLIF/LSFfacility usedin thefluorescencemeasurementsincludesthe

following: (1) apulsedlasersystemfor creatingtherequisiteUV radiation;(2)excitation

opticsfor attenuating,focusing,spatiallyshaping,anddirectingthelaserpulse;(3)

detectionsystemswhich includethefluorescence-collectingandspectral-filteringopticsas

well asthedetectorelements;(4) anoverlapreferencesystemfor adjustingandmonitoring

thespectraloverlapbetweenthelaserandtheNO excitationline; (5)adataacquisition

systemfor samplingthevariousphotodiodeandPMT signals;(6)uniquetriggering

systemsfor temporallysynchronizingthepointor imagedataacquisitionwith theradiation

event;and(7) anaxial inverse-diffusionflameburnerwith associatedflow-deliveryand

translationsystems.Thedetailsof thePLIF/LSFfacility'sconfiguration,operation,and

performancearedescribedin thischapter.

5.1 LaserSystem

5.1.1 LaserOperation

TheUV radiationrequiredfor NO excitationwasgeneratedusingaQuanta-Ray

GCR-4Nd:YAG laser,aPDL-3dye laser,andaWEX-2C wavelengthextender.The

Nd:YAG laserincorporatedamodel6300injectionseederto forcesinglelongitudinal

modeoperation.The Nd:YAG fundamental(1064nm)wasfrequencydoubled(to

532nm)via angle-tuned,typeII phasematchingwithin aKD*P crystalhousedin a

temperaturestabilizedoven. Thetwo crossed-polarizedandconcentricbeamswere

spatiallyseparatedusingadichroicharmonicSeparatormodelDHS-2. Thevertically-

polarized Nd:YAG secondharmonicwasusedto pumpthePDL-3,whichwasconfigured
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for longitudinalamplifierpumpingvia thedelayline andoperatedwithouttheoptional

preamplifier. An appropriatedyemixturewasusedto generatevisible radiationat

approximately574nm. ThePDLoscillatorgratingdrive wasmodifiedto incorporatea

100-to-1gearreducer(BaysideControlsInc. modelNE23-100,PortWashington,NY)

anda200 step-per-revolutionsteppermotor(SLO-SYNDC modelMO61-LS08-E). This

providedaminimumspectralstepresolutionof -0.0012 nm/stepin thefifth-orderPDL

fundamental.

Thevertically-polarizeddyefundamentalwasfrequencydoubled(_.J2--287nm)

viaangle-tuned,typeI phasematchingwithin anotherKD*P crystalusingthe CM-1

moduleof theWEX-2C wavelengthextender.All crystalmodulesof theWEX-2Cwere

equippedwith feedbackcontrolunitsto activelyoptimizethephasematchingangles

duringscanningof thePDLandto accountfor variationsin temperature.The

horizontally-polarizedresidualNd:YAG fundamentalwasfrequencymixedwith thedye

secondharmonicviaangle-tuned,typeI phasematchingwithin athird KD*P crystalusing

theCM-2 moduleof theWEX-2Ctoproduceavertically-polarizedmixedbeamat

-226 nm(_'M--1/(287"1+1064"_))• Thefour concentricbeams(1064,574,287,226 nm)

weredispersedusingaPeUin-Brocaprism,andthemixed beamexitedtheWEX vertically

polarized.

TheNd:YAG lasertypicallyproducedpulsed532-nmradiationwith an~9-ns

temporalFWHM and -552 and ~516 mJ/pulse in the unseeded and seeded modes,

respectively. Experiments were performed to further investigate the influence of injection

seeding on the spectral and temporal characteristics of the pulsed radiation from the laser

system.

A qualitative measurement of the pulsed radiation bandwidth was made based on

the Airy distribution pattern created by a solid etalon. The radiation was diverged using a

negative lens, passed through a solid etalon with a free-spectral range (FSR) of -0.98 cm _

and a reflectivity finesse (Fs) of - 19, and projected onto a screen to magnify the image of

the resulting spatial distribution. It can be shown that the instrument bandwidth of the

etalon is FSR/Fs (cm t) while the measured bandwidth is w*FSR/s (cml), where w is the

width of an Airy distribution ring and s is the ring spacing; the bandwidth of the incident
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radiationis equaltothedifferencein themeasuredandinstrumentbandwidths(i.e.,

w*FSR/s- FSR/Fs)(Demtroder,1988).Thesecalculationsneglectthesurfaceandwedge

finesseof theetalon.The ring width and spacing of the Airy distribution pattern were

measured using a laboratory ruler. Although this was a rather crude measurement, it was

useful in demonstrating the effectiveness and in evaluating the performance of the injection

seeding unit. Clearly, the accuracy of this measurement could be greatly improved via the

use of an optimized etalon and a high density linear array.

The bandwidth of the 532 radiation was measured to be ~0.33 cm "1with the seeder

off and -0.08 cm 1 with the seeder on. The manufacturer specifications for the bandwidth

of the 1064-nm radiation are less than 1.0 and 0.003 cm 1 for unseeded and seeded

Nd:YAG operation, respectively (Spectra Physics, 1991). Nonlinear frequency doubling

and mixing processes reduce the bandwidth of the radiation, and thus, the bandwidth of

the 532-nm radiation should be less than the manufacturer specifications. The difference

in our results and the manufacturer specifications are at least partially due to the

limitations of our experimental technique. Nevertheless, our qualitative numbers indicate

an order of magnitude reduction in the bandwidth of the 532-nm radiation with injection

seeding compared to unseeded operation.

We also measured the influence of injection seeding on the temporal repeatability

and shape of the 532-nm radiation. For this investigation, we used a fast photodiode

(Electro-Optics Technology model ET-2000, Traverse City, MI) and an analog storage

oscilloscope (Tektronix model 7834, Beaverton, OR). In the unseeded mode, the 532-nm

pulse was temporally multimodal about a nominal Gaussian appearing distribution.

Moreover, the temporal multimodal nature of this unseeded pulse varied drastically from

pulse to pulse. This is characteristic of multimode Nd:YAG operation where the

dominance of the different longitudinal modes varies from pulse to pulse. In contrast, the

532-nm radiation pulse with injection seeding was temporally smooth with a single mode,

and was repeatable from pulse to pulse.

The influence of injection seeding within the Nd:YAG on the bandwidth of the

PDL fundamental radiation was also investigated using the same etalon-based technique

described above. The bandwidth of the PDL-fundamental radiation was measured (at
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560 nm)to be ~0.048cm1. Thisvaluewasfoundto beindependentof theseeding

conditionof theNd:YAG pumplaser,i.e.,thebandwidthof thePDL issetby the

dispersionopticsof its oscillator. Althoughinjectionseedingdid notaffectthePDLpulse

characteristics,it doesinfluencethoseof themixed UV beamusedasaspectroscopic

probe. This is becausetheNd:YAG fundamental,whosecharacteristicsaredrastically

influencedby injectionseedingasapparentfrom the532-nmresults,is usedto generate

theUV mixed beam. Hence,injectionseededoperationis preferredsinceit (1) improves

thetemporalrepeatabilityandshapeof the laserradiationby eliminatinglongitudinalmode

competitionin theNd:YAG laser,and(2) improvestheefficiencyof thenonlinearmixing

processesin CM-2 of theWEX-2Cby reducingthebandwidthof theNd:YAG

fundamental.

5.1.2 PyrrometheneLaserDyeDevelopment

Excitationof the_,(0,0)bandof NO requiresUV radiationaround225.5nm

(Reiselet al., 1992). For Nd:YAG-pumpeddye-lasersystems,suchradiationis produced

bysumfrequencymixing thesecondharmonicof thedyefundamentalwith theNd:YAG

fundamental.Becauseof thesquareddependenceof themixedbeamh-radianceon thatof

thedyefundamental,via thenonlinearfrequency-doublingprocess,increasingthedye-

laserirradiancewouldresultin asignificantenhancementof themixedbeam'sirradiance.

Suchanenhancementwouldincreasethesignal-to-noiseratio in linearfluorescence

measurementsof NO concentration.This wouldbenefitbothplanarimagingwork, for

whichthe beamisexpandedinto asheet,andalsopointfluorescencemeasurementsat

highpressure,for whichpressurebroadeningandsubsequentblendingof adjacentspectral

linesprecludessaturatedfluorescencemeasurements(ReiselandLaurendeau,1994).

Becauseof thesepotentialbenefits,weinvestigatedmethodsfor increasingtheirradiance

of thedye fundamentalat thewavelengthfor NO excitation.This workwasperformedin

conjunctionwith C.C.JohnsonandR.N. Steppel(ExcitonInc.,Dayton,OH), andthe

resultswerereportedby Partridgeet al. (1994).

Fluorescencemeasurementsof NO requiredyefundamentalradiationaround

572.5nm. Unfortunately,thiswavelengthfalls betweentheenergyoutputmaximaof
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Rhodamine590(R-590)andRhodamine610(R-610),whichareat560nmand582nm,

respectively.Previously,to obtain572.5-nmradiation,weusedamixtureof R-590

perchlorateandR-610perchloratein methanol,in both theoscillator(osc.)andamplifier

(amp.)dyecells,andachievedadyelaserconversionefficiencyof approximately24%.

Weinvestigatedbaseshiftinga standardmixtureof R-610perchloratein methanol,usinga

saturatedbasesolutionof potassiumhydroxidein ethanol.Forthis baseshifting

experiment,thebasesolutionwasaddeddropwiseto thedyesolutionsto maximizethe

powerat thedesiredwavelength.However,thisproducedaconversionefficiencyof only

18%at572.5nm. In aneffort to increaseourconversionefficiencyatthedesired

wavelengthandbasedontheprevioussuccessesof pyrromethene-BFzcomplexes,we

investigatedtheperformanceof two newlaserdyes,Pyrromethene580(PM-580)and

Pyrromethene597 (PM-597)(Exciton,Inc.,Dayton,OH).

Recentreportsindicatethatpyrromethene-BF2complexeshavedemonstrated

remarkableperformanceaslaserdyes.Whenthecomplexeswereincorporatedin a

polymermatrix,conversionefficienciesexceeding80%werereported(Hermesetal.,

1993;Hermes,1994). Whenthecomplexeswereusedin jet-streamdyelasers,conversion

efficiencieson theorderof 35%for cw operation(Guggenheimeretal., 1993,using

Pyrromethene556in ethyleneglycol) and47.5%for subpicosecondpulsegeneration

(O'Neil,1993,usingPyrromethene567in PPH)wereattained.Theselargeefficiencies

motivatedusto investigatetheperformanceof thenewlaserdyesPM-580andPM-597

for nanosecondpulsegenerationat 10Hzusinga commercialNd:YAG-pumpeddye-laser

system.

PM-580,or 1,3,5,7,8-pentamethyl-2,6-di-n-butylpyrromethene-difluoroborate

complex,is structurallysimilar to PM-597,or 1,3,5,7,8-pentamethyl-2,6-di-t-

butylpyrromethene-difluoroboratecomplex.Both dyeshaveamolecularweightof

374.32. Spectrally,bothPM-580andPM-597absorbwell at 532nm andtheir absorption

maximain ethanolareat 518nmand525nm,respectively.Themolarabsorptivityof PM-

580at 518nmis 7.59 x 10 4 liters,mol%cm1", for PM-597, it is 6.58 x 10 4 litersomol_,cm 1

at 525 nm. PM-580 and PM-597 are only slightly soluble in methanol; room temperature

saturation is at approximately 8.5 x 10 "4 M and 1.0 x 10 .3 M, respectively. However,



84

sufficientsolubilityis availablein ethanolfor bothdyeswhenusingsecond-harmonic

Nd:YAG pumpingdueto theirrelativelyhighmolarabsorptivitiesandhighfluorescence

quantumyields.

Thelasersystemusedin this investigationincorporatedaQuanta-RayGCR-4

Nd:YAG laserequippedwith amodel6300injectionseederanda PDL-3dye laser

(Spectra-PhysicsLasers,MountainView, CA). For all datareportedhere,theNd:YAG

laserwasoperatedat a 10Hzrepetitionrateandin the injectionseededmode. This

provideda 532-nmsecondharmonicpumpbeamwith 500rnJ/pulse,ameasured

bandwidthof 0.08cm1 anda temporalFWHM of -9 ns. The PDL-3 wasoperatedusing

theoscillator,amplifierandamplifierpumpdelayline andconfiguredfor longitudinal

amplifierpumping.Thepreamplifierof thePDL-3wasnotused.ThePDL-3 gratingwas

operatedin fifth orderandwasspectrallycalibratedusingaseparateNOexcitationscan.

During theexperiments,theenergyin thepumpbeamwasmonitoredby a

photodiodeandwasfound to beconstantto approximately+1.5%. The dye laser beam

was monitored by a volume absorbing disc calorimeter and an analog indicator (Scientech

models 38-0101 and 361, Boulder, CO). To obtain the tuning curves in terms of

conversion efficiency for the individual dyes, we subtracted the amplified spontaneous

emission (ASE) in the wings of the spectral profiles of the individual dyes as a spectrally

flat background from the appropriate curve and divided the result by the nominal

500 mJ/pulse energy of the pump beam. This should provide a conservative indication of

the conversion efficiencies since the ASE is at its maximum in the wings of the spectral

profiles (Enright, 1994).

The PM-580 was dissolved in 100% ethanol (absolute); the solubility was found to

be greater than 1.1 x 10 -3 M (400 mg/liter). The optimum oscillator concentration was

determined empirically by operating the PDL with the oscillator alone and systematically

adding small amounts of a concentrate solution to the oscillator solution as it circulated

until the output power was maximized. The amplifier was subsequently installed into the

system, and its optimum concentration was determined in a similar manner. Small samples

of these optimized solutions were taken prior to operation of the laser system for any

experiment, and the concentrations were determined by UV-visible spectrometry. The
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optimumoscillatorconcentrationwasfoundto be8.6x 10.4-+1.5x 10-sM, andthe

optimumamplifierconcentrationwasfoundto be 1.2x 10.4+ 1.5 x 10 .5 M.

The tuning curve for the optimum concentrations of PM-580 is shown in Fig. 5.1

along with that for a standard mixture of R-590 in methanol (Spectra-Physics 1989,

2.2 x 10.4 M (osc.) and 3.2 x 10 .5 M (amp.)). The tuning curve for PM-580 is spectraUy

broad with a peak conversion efficiency of approximately 38% at 552 nm. In fact, the

curve is spectrally broader and more efficient than R-590, which has long been the

efficiency standard for dye-laser systems. The half-life of PM-580 was linearly

extrapolated to be approximately 47 hr/liter (i.e., hours of continuous operation required

for the dye-laser output power to drop to half its initial value with 1 liter of osc. solution

and 1 liter of amp. solution ) or 850 kJ/liter for operation at 10 Hz with 500 mJ/pulse

pump energy. At the target wavelength for NO excitation, the PM-580 mixture provides

approximately 23% conversion efficiency.

The PM-597 was dissolved in 100% ethanol (absolute); the solubility was found

to be greater than 1.1 x 103 M (400 mg/liter). The oscillator and amplifier concentrations

were optimized as described for PM-580. These concentrations were determined by UV-

visible spectrometry to be 4.2 x 10 "4 -----1.5 X 10 .5 M (osc.) and 6.0 x 10.5 ± 1.5 x 10 .5 M

(amp.). However, we suggest using a PM-597 amp. concentration towards the upper limit

of the uncertainty range and diluting if necessary.

The tuning curve for the optimum concentrations of PM-597 is shown in Fig. 5.2

along with that for a standard mixture of R-610 in methanol (Spectra-Physics 1989,

2.1 x 10 .4 M (osc.) and 3.1 x 10.5 M (amp.)). The tuning curve for PM-597 is spectrally

broad with a peak conversion efficiency of approximately 32% at 571 nm. This curve is

spectraUy broader and more efficient than that for R-610. The half-life of PM-597 was

linearly extrapolated to be approximately 14 hr/liter or 255 kJ/liter. At the target

wavelength for NO excitation, the PM-597 mixture provides approximately 31%

conversion efficiency. This is significantly better than the 24% efficiency obtained with

the R-590/R-610 mixture which we have used for NO excitation in the past.

The tuning curves of Figs. 5.1 and 5.2 indicate that at the target wavelength of

approximately 572.5 nm, PM-597 provides better conversion efficiency compared to PM-



86

40

35

30

25

20

o
ra_

15

o
rJ

10

5

0 , ,

540

<5

/
/

/
/

I I I I I

550

/0--.-\

\
\

\
\

\

\
\

\\

\

\,.\

I , I I i I , , i I S I I_{_{

560 570 580 590

Dye-Laser Wavelength (nm)

Figure 5.1 Spectral tuning curves for PM-580 and R-590 (Spectra-Physics 1989).



i,,,ll,,11,,J,l,,,il,,,,l''''l''''l''''

(%) ,_0u0!0ijUjuo!s10AuoD

0

0

0
O0

o
C'--

0

V_

0

Ov'-_

_)

_====,i

,.J
I

©

c_

cj
° _..=_

t.)

v")

l-q

(J

_)

°_==¢

"-a
_J
¢)

L_



88

580. However, the peak efficiency of PM-580 is greater than that of PM-597. This is

reasonable as the fluorescence quantum yield for PM-580 is 0.90 (Boyer et al., 1993),

while that for PM-597 is 0.77 (Boyer et al., 1991). Hence, we investigated operation of

the laser system with the 8.6 x 10 4 M solution of PM-580 in the oscillator and the

6.0 x 10 .5 M solution of PM-597 in the amplifier. The tuning curve for operation of the

PDL-3 with this combination of dyes is shown in Fig. 5.3. For reference, Fig. 5.3 also

contains the tuning curves for the single-dye operations from Figs. 5.1 and 5.2. This PM-

580(osc.)/PM-597(amp.) tuning curve has a peak efficiency of approximately 31% at

569 nm. The conversion efficiency at the target wavelength for NO excitation is much

better than that obtained with the R-590/R-610 mixture but is slightly less than that for

PM-597 operation. However, the oscillator's PM-580 solution used for this PM-

580(osc.)/PM-597(amp.) spectral scan was the same solution used to investigate the

tuning curve and lifetime of PM-580 alone. Based on the performance of this aged dye, it

is possible that operation with an oscillator solution of fresh PM-580 and an amplifier

solution of PM-597 may provide the optimum conversion efficiency for NO excitation.

In summary, Pyrromethene 580 and Pyrromethene 597 demonstrate excellent

performance in Nd:YAG-pumped dye-laser systems, providing peak conversion

efficiencies of 38% at 552 nm and 32% at 571 nm, respectively. These new dyes provide

spectrally broader lasing and higher conversion efficiencies compared to R-590 and R-610;

moreover, they can efficiently perform in the spectral region between the tuning maxima

of R-590 and R-610. The stability of these dyes has been found to be good at the high

pump powers used. Although the stability of the R-590/R-610 mixture was not

quantified, it appears to be more stable than the pyrromethene dyes investigated. These

dyes provide 31% conversion efficiency near 572.5 nm, which is the wavelength required

for fluorescence studies of NO via excitation in the (0,0) band. This efficiency is a

significant improvement over the 24% conversion efficiency achieved in the past with an

R-590/R-610 mixture and should enhance the signal-to-noise ratio in linear fluorescence

measurements of NO concentration.

Although the conversion efficiency of PM-580 is not as high as that of PM-597, it

produced UV-irradiance levels sufficient for both the PLIF and LSF experiments.
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Moreover, PM-580 provided significantly longer lifetimes comPared to PM-597.

Although the conversion efficiency of PM-580 is similar to that of the R590/R610 mixture

used in the past, use of PM-580 simplifies (1) dye preparation and (2) dye concentration

optimization. Hence, PM-580 laser dye was used for all of the PLIF and LSF

experiments. For future experiments with a more uniform laser sheet, the greater

conversion efficiency of PM-597 will be useful for enhancing the measurement SNR.

5.2 Excitation Optics

The excitation optics include optical elements for attenuating, focusing, spatially

shaping, and directing the laser pulse. In addition to optical elements that are common to

the PLIF and LSF experiments, there are excitation optical elements that are PLIF and

LSF specific. These are described in the following sections.

5.2.1 Common Excitation Optics

The optical elements that are common to both the PLIF and LSF experiments are

evident in Fig. 5.4 which is a schematic diagram of the experimental apparatus used for the

LSF experiments. The UV radiation exits the WEX vertically polarized and is directed

using dichroic mirrors (CVI model KRF-1037-0). A Fresnel attenuator (FA) is used to

provide any necessary gross attenuation of the UV beam. Fused-silica splitter plates (SP)

are used to split off small portions of the beam for power monitoring via photodiodes

(PD) and for use with the overlap reference system (ORS). The ORS is described

separately in section 5.4. Several diaphragm apertures, A, are used to block scattering and

reflections. A Rochon prism (RP) is used to provide high resolution and continuous

attenuation of the vertically polarized beam. The remaining optical elements are specific

to the LSF experiment.

5.2.1.1 Fresnel Attenuator

The FA consists of two 50-mm square fused-silica plates (Melles Griot model

03FNQ002) mounted on individual rotation stages (Newport model RSP-1). Operation of

the FA is based on the Fresnel equations (Born and Wolf, 1980) and hence provides the
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Figure 5.4 Schematic diagram of the experimental apparatus used for the LSF

experiments. M : mirror, FA : Fresnel attenuator, SP : splitter plate, A :

aperture diaphragm, PD : photodiode, RP : Rochon prism, ORS : overlap

reference system, SL : spherical lens, AIDF : axial inverse-diffusion flame

burner, IR : image rotator.
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widest dynamic range of attenuation with the vertically-polarized beam if rotated about a

horizontal axis. Using this configuration with a two-plate system, the FA provided over

an order of magnitude of UV beam attenuation. Moreover, by rotating the two plates of

the FA system in approximately equal but opposite angles, the individual displacements

induced on the beam by each plate could be approximately counteracted.

5.2.1.2 Rochon Prism

The RP (Karl Lambrecht Corp. model MFRV-9) is composed of two birefringent

magnesium fluoride (MgF2) prisms which are optically contacted with their optical axes

oriented mutually normal (Wood, 1988). The UV radiation passing through the RP is

divided into an ordinary beam which traverses the prism undeviated, and an extraordinary

beam which is deviated by -5.1 degrees from the undeviated ordinary beam. By rotating

the RP about the axis of the undeviated beam, the fraction which appears ordinary to the

prism may be continuously varied from unity to zero; corresponding with such an

adjustment, the fraction which appears extraordinary varies from zero to unity,

respectively. To provide controlled rotation of the RP, it was housed in a rotary stage

(Newport model 481-A). A diaphragm aperture, A2, was appropriately positioned to

block the deviated (extraordinary) beam, and to pass the undeviated (ordinary) beam. In

this way, the energy of the undeviated beam may be continuously attenuated.

The RP was calibrated over a range of angular positions by monitoring the

integrated laser power before and after the RP using photodiodes PD:A and PD:B,

respectively. The angular position of the RP was determined by reading the vernier scale

on the translation stage. The RP calibration curve is shown in Fig. 5.5, which

demonstrates the continuous and approximately cosinusoidal variation in transmission

between the maxima and minima at -185 ° and -275 °, respectively. Figure 5.5

demonstrates the enhanced benefits of the RP compared to the used of discrete attenuation

plates and Fresnel-based attenuation devices (such as the FA described in section 5.2.1.1).

Compared to discrete plates, the RP provides continuous selectable attenuation; compared

to Fresnel-based attenuators whose total maximum dynamic range covers only an -34 °

range (Born and Wolf, 1980), the RP provides significantly better control in setting a
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desired attenuation. Figure 5.5 indicates that the RP provides controlled attenuation of

the UV radiation over three decades of dynamic range.

5.2.2 LSF Specific Excitation Optics

A schematic diagram of the experimental apparatus used for the LSF experiments

was shown in Fig. 5.4. The LSF specific excitation optics are the apertures (A2 and A3)

and the spherical lens (SL1) used to produce the desired beam characteristics in the probe

volume. A diaphragm aperture, A2, was used to limit the diameter of the laser input to

SL1 to -6 mm. A 1000-mm focal length fused-silica spherical lens (Newport model

SPX034), SL1, was used to focus the laser beam into the probe volume. This

combination produced a calculated waist diameter and Rayleigh range of -50 pm and

- 8 mm, respectively. A diaphragm aperture, A3, was positioned just prior to the burner

facility (described in Section 5.7) to eliminate forward scattering and off-axis focusing in

the probe volume. The net system transmission of the optical elements after the FA and

before SP4 was measured using a power meter (Coherent model FM with detector head

model LM-P10i) to be - 16%. This allowed the desired irradiance in the probe volume to

be related to that exiting the FA.

To measure the waist diameter of the focused radiation, a razor blade was

displaced through the beam in steps of ~ 10 lam, using the burner translation system.

Photodiode PD:C (Fig. 5.4) was used to monitor the beam energy as a function of razor

blade position, and was corrected for fluctuations in laser power via the signal from PD:B

(Fig. 5.4). The results of this experiment are shown in Fig. 5.6, which indicates a beam

diameter of ~ 180 _am based on the 90% and 10% relative signal levels. Multiple runs of

this experiment indicated a beam diameter of - 180 _m to -213/am.

5.2.3 PLIF Specific Excitation Optics

Figure 5.7 shows a schematic diagram of the experimental apparatus used for the

PLIF experiments. To form the laser radiation into a vertically-oriented sheet, a spherical

lens (SL1) was used to generate the desired sheet.thickness and Rayleigh range, two

cylindrical lenses (CL1 and CL2) were used to vertically expand and collimate the beam,



0",

I ' I ' I ' I ' I ' I ' I [ ' [ '

I_ufft.S OA!]_IOH

c5

_r3
c5

O

;>

r.¢2

o

I

.8

;>

O

O

O



96

Sparc 1Station

I

Detector

Controller

II
Pulse IGenerator

1

Chiller

\
SP4

I

LS

I

I FS1

I

I
PD:A

SP2

_M1

-_----_ FA

/ SP1
/

AI__ m

/_SP3

_a I

@ SL1

I
I CL1I , I
1

I

M2

CL2

AIDF Burner

Figure 5.7 Schematic diagram of the experimental apparatus used for the PLIF

experiments. M : mirror, FA : Fresnel attenuator, SP : splitter plate, A :

aperture diaphragm, PD : photodiode, RP : Rochon prism, ORS : overlap

reference system, CL : cylindrical lens, SL : spherical lens, AIDF : axial

inverse-diffusion flame burner, S : slit, FS : f'llter stack, LS : lens system, ICCD

: intensified charge-coupled device.
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andanaperture/slitassembly(A3 andS1,respectively)wereused to clip the wings of the

sheet. Aperture A2 and spherical lens SL1 of Fig. 5.7 were used in the same configuration

described in Section 5.2.2. CL1 and CL2 (Newport model CSX025 and CVI model

PLCX-40.0-25.4-76.3-UV, respectively) were fused-silica cylindrical lenses with focal

lengths of 25.4 mm and 150 mm, respectively. $1 was fabricated from two razor blades

and a 50-mm diameter lens holder (Newport model LH2-200R), and provided an ~524-

}am wide vertically-oriented slit. The net system transmission of the optical elements after

the FA and before SP4 was measured to be -7.1%.

The sheet thickness was measured by scanning a vertically oriented razor blade

through the laser sheet at the position of the focus of SL1 (i.e., above the center of the

AIDF burner). To reduce the effects from the razor blade and the laser sheet not being

exactly parallel, an 84-pm wide horizontally-oriented slit was positioned just after S 1 and

aligned with the center line of the laser sheet. The razor blade was manually scanned

using a translation stage (Newport model 420) and the relative position was determined

from a dial indicator reading (Starrett model 25-881J, 2-cm range with 0.01 mm

graduations). At each position through the scan, the integrated irradiance was measured

by PD:C, and the signal from PD:B was used to correct for fluctuations in the laser power.

Figure 5.8 shows the results of the experiment and indicates a sheet thickness of ~400 pm

based on the 90% and 10% relative signal levels. Multiple runs of this experiment

indicated sheet thickness values ranging from ~370 ]am to -440 pm.

5.3 Detection Systems

The detection systems include elements to collect, filter, amplify and register the

fluorescence signal. The detection system used for the LSF experiments includes a

monochromator which is capable of providing a spectral resolution on the order of 0.01

nm (ISA, 1994). Due to the high spectral selectivity afforded by monochromators, such

detection systems are referred to as narrow-band (NB) detection schemes. In contrast, the

detection system used for the PLIF experiments achieves spectral selectivity via the use of

color-glass (CG) and/or interference filters. Such filters have unique spectral transmission

profiles with typical FWHM values of 20 to 170 nm. Moreover, CG filters often have
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bimodal distributions which exacerbate the spectral selectivity issue. Because of the high

bandwidth, and hence relatively low spectral selectivity, of the spectral filtering techniques

used with the PLIF experiments, such detection schemes are referred to as broad-band

(BB) detection schemes. NB and BB detection schemes and their optimization are

discussed thoroughly in Chapter 6. The detection system elements that are common and

specific to the LSF and PLIF experiments are described in the following sections.

5.3.1 Common Detection Elements

Photodiode based detectors (i.e., PD:A, PD:B, and PD:C of Figs. 5.4 and 5.7) are

common to both the LSF and PLIF experiments, and are used to actively monitor shot-to-

shot fluctuations and laser attenuation (e.g., by the RP). These detectors are also used to

measure the beam diameter and sheet thickness, as well as to determine the vertical zero

position of the bumer. The photodiode detectors used incorporated PIN silicon

photodiodes with high UV sensitivity (Hamamatsu model S1722-02) in circuits designed

for ultra-high speed light detection (i.e., application no. 9 described in Hamamatsu, 1991).

These photodiode detector circuits were internally 50-f_ terminated and used a 102-V bias

voltage. The photodiode detectors were housed in small boxes to minimize the influence

of ambient lighting; UV opal diffusers (Oriel model 48110) were also incorporated to

minimize the effects of beam steering. Operation was confined to the linear range of the

photodiode detector by attenuating the split-off beam, prior to the housing, via

combinations of neutral-density (ND) and color-glass (CG) filters (Schott model UG5).

The signals from the photodiodes were temporally integrated over a 12-ns gate centered at

the temporal peak of the pulse using a Stanford Research Systems gated integrator and

boxcar averager (SR250 as described in Section 5.5).

The linear range of the photodiode detectors was experimentally measured using

PD:B. At the time this experiment was performed, the RP had not been procured.

Instead, an ND-filter wheel (New Focus model 5215) which occupied the position of the

RP in Figs. 5.4 and 5.7 was used to provide discrete attenuation of the laser beam. To

initially estimate the linear range of the PD, its temporal response was monitored using a

digital oscilloscope (Hewlett Packard model 54502A) as a function of laser power.
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Saturation of PD:B was clearly revealed by a deformation of the trailing edge of the

temporal pulse and a corresponding increase in the measured temporal FWHM. For laser

powers sufficient to produce peak signal levels of approximately less than 9 V, no pulse

shape deformation was observed and the measured FWHM was nominally ~9 ns.

However, as the maximum input signal to the gated integrator/boxcar averager is 2 V, the

PD input must be sufficiently attenuated (via CG and/or ND filters) so that the peak pulse

voltage from the PD is less than this value. This 2-V peak signal level is well within the

linear range observed via the oscilloscope temporal pulse traces. As a more quantitative

means of measuring the linear range of the PD, the integrated laser irradiance was

measured, at 13 levels of attenuation, by both PD:B and a power meter (Scientech model

361 with surface absorbing disc calorimeter model 36-0001) positioned between A2 and

SP3 in Fig. 5.4. The radiation input to PD:B was sufficiently attenuated Via ND and UG5

CG f'tlters so that the peak voltage was always less than 2 V, and the signal was integrated

by a gated SR250 data acquisition unit. The results of this experiment are shown in Fig.

5.9, which indicate that the photodiode systems provided an approximately linear response

for over two decades of dynamic range.

5.3.2 LSF Specific Detection Elements

Figure 5.4 shows a schematic representation of the NB detection system used for

the LSF experiments. In the NB detection system the fluorescence was captured using a

system of collection optics, spectrally filtered using a monochromator, and spectrally

integrated and amplified using a PMT. A portion of the signal from the PMT was

temporally integrated by the data acquisition system described in Section 5.5. The

elements of the LSF detection system are described in the following sections.

5.3.2.1 Collection Optics

A portion of the isotropically emitted fluorescence was captured and collimated by

a 50-mm diameter, 254-mm focal length, fused silica spherical lens (CVI model PLCX-

50.8-130.8-UV) which is represented by SL2 in Fig. 5.4. The collimated fluorescence was

rotated and directed by an image rotator, IR, and a 76-mm diameter mirror M3 (CVI
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model PAUV-PM-3050-C). IR is composed of two mirrors identical to M3 and rotates

the fluorescence image so that it is aligned parallel to the vertical entrance slit of the

monochromator. A second lens SL3, identical to SL2, was used to focus the fluorescence

signal onto the entrance slit of the monochromator.

SL2 and SL3 were specified to produce the desired system magnification and f-

number (f/#). Because SL2 and SL3 are identical, the collection optics system has a

magnification of unity. Hence, the monochromator slit settings project back through the

collection optics system to produce a collection volume with lateral dimensions equal to

those of the slit. Although SL3 was a 50-mm diameter optic, it was housed in a lens

holder (Newport model LH2-200R) which reduced the clear aperture to ~43 mm,

resulting in a system f-number of f/5.9. This closely matches the f/6.0 of the 3/4-m

monochromator used for the LSF experiments (ISA, 1994), and hence optimizes the

throughput and theoretical spectral resolution of the NB detection system. Using these

collection optics with the 51-mm diameter AIDF burner (described in Section 5.7),

fluorescence may be sampled without vignetting N2.2 mm above the burner surface.

5.3.2.2 Monochromator

A 3/4-m monochromator (Spex model 1700) was used in the LSF experiments to

spectraUy filter the fluorescence and interfering signals. The entrance slit incorporated

both a stepped diaphragm (2, 5, and 10 mm tall) and three Hartmann diaphragm settings

(1 mm tall) to limit the collection volume along the axis of the laser beam. A 110-mm x

110-mm, 1200-groove/mm holographic grating with a 250-rim blaze angle was used in

first order to provide a dispersion of 1.1 nm/mm (ISA, 1994) at the exit silt. The

monochromator grating drive was modified to incorporate a 50-to-1 gear reducer

(Bayside Controls Inc. model NE23-050, Port Washington, NY) and a 200 step-per-

revolution stepper motor (SLO-SYN DC model MO61-LS02-E). This provided a

minimum spectral step resolution of N0.0003 nm/step in first order. The monochromator

was aligned and calibrated using the mercury lines at 435.83 nm in first and second order

(871.67 nm in second order) and 546.07 nm in first order (Weast, 1984). The

monochromator was spectrally calibrated to produce a scan error of less than ~0.03 nm
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overthe435.83-nmto 871.67-nmspectralrange. By spectrallyscanningthe

monochromatorovertheRayleighscatteredsignalfor radiationappropriatefor excitation

of theQ2(26.5)line of NO, thecorrectionto themonochromatordial readingwas

determinedto be -28.28 nm(thecorrectionbasedon thevisiblemercurylineswas

-28.35 nm). Thus,if theactualwavelengthis Z, andthedial readingis DIAL, then

_."- DIAL + 28.28 nm.

The entrance- and exit-slit settings were selected to minimize integration of linear

fluorescence in the spatial wings of the laser beam, and to minimize the integration of

interfering signals. Detection schemes which minimize integration of interferences in

fluorescence studies are discussed in detail in Chapter 6. For all of the LSF experiments,

the entrance slit was 68-/am wide by 1-mm tall (Hartmann setting no. 2). This defines a

probe volume which is 68-.um wide along the radius of the laser beam and 1-mm long

along the axis of the laser beam, whose image is vertically centered on the monochromator

entrance slit. With the -213-_am diameter beam (Section 5.2.2), this slit setting spatially

integrates only the center -32% of the beam, hence minimizing fluorescence wing effects.

However, this collection scheme is still sensitive to depth-of-field wing effects as for

previous NB detection system measurements (Reisel et al., 1993; Carter et al., 1992).

A 1.818-mm wide exit slit was used in all LSF experiments so as to spectrally

integrate over a 2-nm region of the fluorescence spectrum. A greater signal-to-noise ratio

could have been obtained by integrating a larger region of the fluorescence spectrum (e.g.,

possibly up to 3 nm as discussed in Chapter 6). However, considering the 8-mm wide

window of the PMT and its PMT housing (see Section 5.3.2.3), the limiting aperture for a

2.727-mm wide slit (i.e., the slit setting for integration of a 3-nm region of the

fluorescence spectrum) could be the PMT window rather than the monochromator exit

slit. More detailed experiments would be required to determine the upper limit on the exit

slit setting. Hence, a 2-nm region of the fluorescence spectrum was integrated so that the

limiting aperture dictating the range of spectral integration by the PMT would clearly be

the monochromator exit slit.

Although the monochromator was spectrally calibrated using visible mercury lines

and Rayleigh scattering, as described above, detection scans were performed so that the
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monochromator could be confidently centered on the y(0,1) band of NO. Figure 5.10

shows the resulting detection scans taken in a premixed, dp=0.8 flame with three different

levels of NO doping. In Fig. 5.10, the relative fluorescence signal is plotted against

approximate wavelength which represents the corrected monochromator spectral dial

reading (i.e., via Z -- DIAL + 28.28 nm). The fact that the relative fluorescence signal

scales with doping level indicates that the signal is due to NO and not some interfering

species (Reisel et al., 1993a). Moreover, it appears that at the UV wavelengths of interest

for detection of NO in the y(0,1) band at -236.6 nm (Piper and Cowles, 1986), the

calculated monochromator correction is slightly low. For exact determination of this

monochromator correction, high resolution detection scans would have to be taken from

which the calibration factor could be determined using the known spectral locations of

specific NO lines. Nevertheless, Fig. 5.10 is sufficient for setting the monochromator

parameters for the LSF measurements of [NO]. To integrate a 2-nm region of the y(0,1)

NO band, the exit slit width was set to 1.818 mm, as described above, and the grating was

set to a spectral dial position of 207.50 (235.78 nm in Fig. 5.10). This results in an

integration of the fluorescence signal over the spectral range of 234.78 nm to 236.78 nm

in Fig. 5.10.

5.3.2.3 PMT Detector

A Hamamatsu R106UH-HA PMT was used for amplification and spectral

integration of the fluorescence signal in the LSF experiments. This PMT is a third

generation descendent of the 1P28B PMT which has been used in the past for OH (Carter

et al., 1991) and NO (Reisel et al., 1993a) LSF studies. Compared to the 1P28B, the

R106UH-HA PMT has - 140% more gain, less spectral variation in gain, and -500% less

dark noise (Hamamatsu, 1994). The PMT was mounted in a custom voltage divider

circuit that distributed the 1000-V supply voltage, and which was optimized for temporal

resolution of the fluorescence signal (Harris et al., 1976). This PMT and voltage divider

system was enclosed in a light-tight housing which was attached to the monochromator

exit slit housing and incorporated an -64-mm focal length fused-silica spherical lens for

focusing the diverging radiation exiting the exit slit onto the 8-mm x 24-mm PMT
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window. TheLSF signalfrom thePMT wastemporallyintegratedovera500-psgate

centeredatthetemporalpeakof thefluorescencepulseusingaStanfordResearch

Systemsfast sampler(SR255)andgatescanner(SR200)(seeSection5.5).

To measurethelinearrangeof theR106UH-HAPMT, theRayleighscattering

signalwasmeasuredat arangeof relativelaserpowersusingtheexperimental

configurationdescribedin Fig. 5.4. An ND-f'flterwheelwasusedin placeof theRP(as

discussedin Section5.3.1)to providethirteendiscretelevelsof attenuation.At eachlevel

of attenuation,PD:Bwasusedto measuretherelative laserpowerandPD:A wasusedto

correct the signals from the PMT and PD:B for shot-to-shot fluctuations in laser power.

The PD signals were integrated using gated SR250 integrator/boxcar averager units, as

described in Section 5.5. The results of this experiment are shown in Fig. 5.11, which

indicates that the PMT detector system provided a linear response over approximately

three decades of dynamic range. Moreover, the maximum signal level was -0.33 V. This

indicated that the PMT detector system provided a linear response throughout the range

of the fast sampler data acquisition unit for a sensitivity setting of 0.25 Vin/Vout, as used

for all of the LSF experiments.

5.3.3 PLIF Specific Detection Elements

5.3.3.1 PLIF Equipment Description

The BB detection system used for the PLIF experiments is shown in schematic

form in Fig. 5.7 and includes: (1) a filter stack (FS1) to spectrally filter the radiation

signal, (2) a lens system (LS) for collecting and focusing a portion of the signal, (3) an

intensified charge coupled device (ICCD) for spatially resolving, amplifying and

registering the radiation signal, and (4) supporting equipment including a water

chiller/circulator, pulse generator, detector controller, PC and Sparc station. The FS 1

consisted of a wide-band interference filter spectrally centered at 250.0 nm with a 92-nm

FWHM (Acton model 250-W-2S, i.e., filter no. 4 of Chapter 6) and 6 mm of UG5 CG

filter. LS was an aberration-corrected, five fused-silica element, UV-Micro-Nikkor 105-

rnm focal length, f/4.5 lens (Nikon Corp., Melville, NY). The spectrally-filtered PLIF

image was spatially amplified, discretized, and registered using a Princeton Instruments
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model ICCD-576TC-RG proximity focused ICCD detector (Princeton, NJ). The ICCD

incorporated a 578 x 384 pixel charge-coupled device (CCD) (Thomson model CSF 7883)

which has 23-pro square pixels with transparent channel stops and greater than 14-bit

dynamic range. The channel stops prevent blooming (i.e., spilling over of the charge from

a saturated pixel to adjacent pixels), and having transparent channel stops provides 100%

active area in the CCD. The ICCD thermoelectric (Peltier-effect) cooler was used in

conjunction with an external water chiller/circulator (Lauda model RMT-6, Brinkmann

Instruments, Westbury, NY) to reduce the temperature of the CCD to minimize thermal

(Johnson) noise. With a water bath temperature of 20 ° C, the CCD could be

thermoelectrically cooled to -20 ° C. A pulse generator (Princeton Instruments model FG-

100) was used to provide a gate of the appropriate delay and width to the ICCD. The

pulse generator was capable of providing a minimum gate width of 18 ns. All ICCD

voltages, the Peltier cooler, and the CCD readout were controlled by a detector controller

(Princeton Instruments model ST-130). The user interface to the ICCD system was

provided by PC-based Princeton Instruments CSMA software (version 2.3A), and the

images were stored via an Ethemet connection on a dedicated hard drive of the laboratory

Sparc station. All image analysis and reduction was performed on the laboratory Sparc

station using PV-WAVE version 5.0 software (Visual Numerics Inc., Boulder, CO).

5.3.3.2 ICCD Alignment and Specifications

Experimental procedures for aligning, focusing and determining the magnification

of the ICCD as well as experiments to determine the linear operating range and minimum

resolvable scale of the ICCD are described in this section. Routine procedures for

operation of the ICCD are not discussed.

The LS was focused using a multiple star target (Rolyn Optics Co. Model

70.5020) and real-time feedback images from the ICCD system. The multiple star target

consist of five stars with four arranged in a square and the fifth positioned in the center.

Each star consists of alternating opaque and transparent wedges to form a circle. Such

star targets are common focusing aids; for extreme out-of-focus conditions, they display

contrast reversal (Goodman, 1968), i.e., the opaque regions appear transparent and the
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transparentregionsappearopaque.At nearoptimalfocusthestarsdisplayablur circle

within whichtheindividualwedgesof altematingopacityarenotresolvableandoutsideof

whichtheindividual wedgesmaybe resolved.Forfocusingthecamera,thestartarget

wasalignedin theplaneof the lasersheet.With thelaseroff, the optimalfocuswas

determinedby usingtheimageof thecentralstarregisteredby theICCD systemasreal-

timefeedbackfor adjustingtheLS to minimizetheblurcircle. By usingonly a 128x 128

pixel regionof theCCDto imageonly thecentralstarof thetarget,thefrequencyof the

feedbackis increasedto a levelsufficientfor activelysettingthefocus(i.e.,largerimage

areasreducethecameraframingrate). Theouterstarsof thetargetwereusedto orient

theaxisof theICCD normalto thelasersheet.If thisconditionis notsatisfied,thenthe

centralportionof theimagewill be in focusandtheouteredgeswill beout of focus.

Variationsin thediametersof theblur circlesin theverticalandhorizontaldirections

indicatemisalignmentinpitch andyawof theICCD,respectively.By takingafull image,

andvalidatingthatthediameterof theblur circleswereapproximatelyconstantfor all of

the individual startargets,thecameraaxiswasdeterminedto benormalto the lasersheet.

To determinethemagnificationof thecamera,a50-ramsquarecalibrationtarget

with a 1-mmgrid onanopal-glasscoatedsubstrate(KlarmannRulingsInc.,Manchester,

NH) wasused.Themagnificationwasdeterminedastheratioof thetotal lengthof the

imagecorrespondingto anintegralnumberof grids(thepixel width is knownto be

23 pm)to thecorrespondingactuallengthof the imagedgrid. For all PLIF experiments,

themagnificationwasexperimentallydeterminedusingthisprocedureto be -0.42. The

magnificationwasdeterminedindependentlyalongthetwodimensionsof theCCDand

foundto beequivalent.This valueof M=0.42is closeto theuppermagnificationlimit

possibleusingtheUV-Nikkor lensalone.Forhigherlevelsof magnification,theUV-

Nikkor lensmaybeusedin conjunctionwith oneor morelensextensionrings(Nikon

modelPK-13). Forzero,oneandtwo extensionringsat agivencameraposition,the

magnificationwasdeterminedto be0.42,0.68,and0.95,respectively,andthefield of

view was-31.4 x 20.9mm2,-19.5 x 13.0mm2,and-14.0 x 9.3mm2,respectively.

Hence,thePLIF facility is capableof achievingmagnificationslargerthanusedin the
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present study (e.g., for resolving small length scales in fluctuating flows or narrow probe-

species production zones) but this clearly results in degradation of the field of view.

The linearity of the ICCD was experimentally measured by illuminating the ICCD

with a diffused tungsten light source which was attenuated to different levels via calibrated

neutral density (ND) filters. It would have been more appropriate to use an illumination

source in a spectral range similar to that of the fluorescence to be measured (e.g., a

spectmlly filtered mercury lamp). However, such an illumination source was not available.

The results of this experiment are shown in Fig. 5.12, which indicates that the response of

the ICCD is linear over the range 165 to 10600 counts. Greater radiation levels or longer

integration times would be required to investigate the upper limit (i.e., above 10600

counts) of the ICCD linear dynamic range. However, the signal levels of the PLIF

experiments were always within the signal range indicated in Fig. 5.12.

The range of scales that may be faithfully resolved by an imaging system, and the

degradation in resolution with increasing spatial frequency may be represented by the

system's modulation transfer function (MTF) (Smith, 1990). The MTF is the real portion

of the optical transfer function which is determined through Fourier analysis methods.

Experimentally, the MTF is determined as the spatial-frequency resolved variation in the

contrast or modulation of a sinusoidally varying irradiance distribution, where the contrast

is defined as the ratio of the difference between the maximum and minimum signals to the

sum of these signals (i.e., modulation = (Sm_x-Sm_)/(S,_x+S,_), where S is the signal level).

Characteristically, the MTF decays with increasing spatial frequency, indicating a

corresponding reduction in contrast (i.e., modulation) or resolution. One pertinent

variable of the MTF curve is the spatial cutoff frequency, which is defined as the spatial

frequency at which the MTF decays to zero or some appropriately small value. In theory,

the spatial cutoff frequency should vary with the imaging lens aperture or f/# for a

constant magnification (Goodman, 1968) and should be a maximum for a magnification of

unity (Paul et al., 1990a).

An MTF-like variable was experimentally measured for a magnification of M=0.5

at the extreme f/# values of the UV-Nikkor lens (i.e., f/4.5 and f/32) using a square wave

irradiance distribution (MTF is formally defined for a sinusoidal irradiance distribution).
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Forthisexperiment,anNBS 1963Abarresolutiontarget(RolynOpticsCo.model

70.6010)waspositionedin theplaneof optimumfocusanduniformly illuminatedusinga

diffusedtungstenlight source. Imagesweretakenof thetargetandthe contrastwas

calculated(byaveragingoverfour cyclesfor eachspatialfrequency)for eachresolvable

spatialfrequencycomponentof theresolutiontarget. Thespatialfrequencycomponents

of theresolutiontargetarespecifiedin linepairspermillimeter (lp/mm),wherealinepair

is understoodto beonehighsignallevel (transparent)andonelow signallevel (opaque)

barpair. Theresultsof thisexperimentfor thetwo extremef/#s investigatedareshownin

Fig. 5.13,whichdisplaysthecharacteristicprofilesof anMTF curve. Thecurveswould

probablybesmootherif thedataateachspatialfrequencyhadbeennumericallyfit andif

moreaverageshadbeentaken(e.g.,alongtheheightof theresolutionbars). However,

theseresultsaresufficientfor estimatingthespatialcutoff frequencyof theICCD system.

Theresultsindicatenodifferencein theMTF for theextremelensf/#s. Therefore,the

lensf/# couldbeadjustedto producethedesiredsignallevel with nodegradationof the

spatialresolution.BasedonFig. 5.13,thespatialcutoff frequencymaybeestimatedto be

~5lp/mm,basedonthe 10%contrastlevel. This indicatesaminimumresolvablescaleof

~100lam(i.e., (1 line pair/2lines)*(1mm/5linepairs)=0.1mrn/line= 100pm) in the

plane of the laser sheet.

The measured spatial cutoff frequency is in good agreement with a separate

Fourier analysis of the ICCD which did not include the lens and indicated a spatial cutoff

frequency of -5.6 lp/mm based on a magnification of 0.5. This agreement between

experiment and theory indicates that the focusing procedure is rather good, since any

focusing error would contribute to degrading the spatial cutoff frequency. Moreover, Fig.

5.13 indicates that the imaging system's MTF is effective at filtering spatial frequencies

greater than the Nyquist frequencies of the ICCD's components. Recall that signals of

frequency greater than the Nyquist frequency of a detector will be aliased by that detector.

Therefore, if the system MTF was such that its cutoff frequency was greater than the

Nyquist frequency of any ICCD component, there would be the potential for experiencing

signal aliasing problems. The Nyquist frequency of the ICCD's MCP, fiber optic bundle,

and CCD array are approximately 42, 84, and 20 lp/mm, respectively. Hence, since the
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system cutoff frequency is -5 lp/mm, spatial frequencies greater than these Nyquist

frequencies of the ICCD's components are filtered out by the system MTF. Therefore,

there is no potential for aliasing signals that are within the spatial frequency bandwidth

(i.e., 0 to -5 lp/mm) of the detector, i.e., any spatial frequency that may be resolved by the

ICCD.

5.4 Overlap Reference System

The overlap reference system (ORS) was used to set and monitor the spectral

overlap of the laser radiation and the NO excitation line (i.e., Q2(26.5)). To optimize the

overlap between the frequency mixed radiation exiting the WEX and the Q2(26.5) NO

line, the PDL oscillator grating was scanned (hence, indirectly spectrally scanning the

frequency mixed radiation) until the NO-fluorescence signal measured by the BB-detection

system was maximized. The overlap was routinely adjusted throughout an experiment to

correct for drift in the laser wavelength.

A schematic representation of the ORS is shown in Fig. 5.14. The ORS was

incorporated in both the LSF and PLIF experiments as evident from Figs. 5.4 and 5.7,

and is composed of excitation optics, a burner to provide a hot NO source, and a BB

detection system to detect any NO fluorescence induced by the tuned laser. A portion of

the UV radiation was split off and focused by an -600 mm, fused-silica spherical lens

(SL4). To achieve excitation nominally in the linear fluorescence regime, the focus of SL4

was positioned - 130 mm behind the burner center and the beam was attenuated

sufficiently using a (Fresnel-based) UV variable attenuator (Newport model 935-5), VA.

The hot reference NO was created by a 2.5 cm square, low-density, Hencken flat-flame

burner (Research Technologies, Pleasanton, CA) which was shielded to eliminate

flickering in the secondary diffusion flame front. The Hencken burner was operated with

ethane (C2H6) and an oxygen/nitrogen (O2/N2) mixture at a total volumetric flow rate of

11.2 SLPM and an overall equivalence ratio qbo= 1.25.

The collection and filtering optics (SL5, FS2, and SL6 of Fig. 5.14), and the

PMT/slit/shutter assembly (PMT of Fig. 5.14) were housed in a light-tight container

composed of a post and tubing structure and a thick felt skin. SL5 and SL6 were both 50-
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mm diameter, 100-mm focal length, fused-silica, spherical lenses. The filter stack, FS2,

was used to spectrally filter the fluorescence to minimize interfering signals (see

specifically, Chapter 6) and to attenuate the fluorescence signal to within the linear range

of the PMT. The FS2 consisted of a narrow-band interference filter spectraUy centered on

259.5 nm with a 21-nm FWHM (Acton model 260-N-2S, i.e., filter no. 5 of Chapter 6)

and 4 mm of UG5 CG filter. The radiation detector, PMT in Fig. 5.14, included a

horizontally oriented slit/shutter assembly, a PMT (RCA 1P28B), a voltage-divider circuit

(Hamamatsu E717-21) and a PMT housing (Oriel model 70680). The LIF signal from the

PMT in the ORS was temporally integrated over a 30-ns gate centered at the temporal

peak of the LIF pulse using a Stanford Research Systems gated integrator and boxcar

averager (SR250) (see Section 5.5).

5.5 Data Acquisition System

Signals from the photodiodes, the ORS PMT and the monochromator PMT were

sampled using equipment purchased from Stanford Research Systems. This system

included three SR250 gated integrators/boxcar averagers and an SR255 fast sampler for

sampling the various signals, an SR200 gate scanner for setting the gate position of the

SR255, and an SR245 computer interface for transferring the integrated signals to a

dedicated PC. Data transfer and storage were controlled via SR265 software which had

been previously modified to interface with the stepper motor controller. Through this

program, any one of the stepper motors driving the PDL grating, monochromator grating,

or AIDF burner vertical or horizontal translation could be stepped. Hence, the SR245

program could be configured to automate the experimental procedure by coordinating the

data collection, transfer, and storage and motor stepping processes. The remainder of this

section describes the general application of the individual data acquisition system

components used in the LSF and PLIF experiments. The specific triggering schemes for

the LSF and PLIF experiments are described in Section 5.6.

The SR250 gated integrators/boxcar averagers were used to sample signals from

the photodiodes and the ORS PMT. Because the minimum gate width of the SR250 is

2 ns, it is not capable of temporally isolating the saturated portion (i.e., the signal at the
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temporal peak) of an LSF event, and hence cannot be used for LSF measurements.

However, an SR250 was used to dampen out shot-to-shot fluctuations in the

monochromator PMT signal from the SR255 when aligning the monochromator collection

optics at the beginning of an experiment. The SR250 provides gate position and width

control, signal amplification and filtering, as well as single shot or averaged results. The

value of the output (single shot or averaged) is determined as the temporal integration of

the signal within the gate, divided by the temporal gate width and times the gain (i.e.,

sensitivity) factor.

The SR255 fast sampler was configured for a fixed 500-ps gate width and used to

sample the LSF signal from the monochromator PMT. The SR200 gate scanner was used

to position the SR255 gate at the temporal peak of the LSF pulse, as determined via

operation of the SR255/SR200 systems in the sampling-oscilloscope mode. Because the

SR255 had been inoperable for an unknown amount of time, its gain and offset were

calibrated per the manufacture's instructions (Stanford Research Systems, 1993) prior to

any data acquisition.

5.6 Triggering System

Detailed triggering schemes were developed for the LSF and PLIF experiments to

temporally synchronize the signals from the various detectors (i.e., photodiodes, ORS

PMT, monochromator PMT, and ICCD) with the data acquisition events. Unique aspects

of the governing theory or experimental equipment used for the LSF and PLIF

experiments required each to have a unique triggering scheme. The primary difference

between the two triggering schemes is the source of the master trigger. The two master

triggering schemes are described below and the specific LSF and PLIF triggering schemes

are discussed in the following sections.

The Quanta-Ray GCR-4 Nd:YAG laser offers several BNC outputs that may be

used as a master trigger to temporally synchronize the data acquisition system with the

various detector signals. The Q-switch sync. (QSS) and variable sync. (VS) positive-edge

BNC outputs are based on an internal high voltage signal which triggers the Q-switch,

thus producing pulsed radiation (1064 and 532 nm) nominally 50 ns after the trigger. The
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QSS output is synchronized with the Q-switch high voltage trigger, and the VS output

may be temporally varied over a range from 680 ns before to 1000 ns after the QSS.

Because the QSS and VS are based on the Q-switch high voltage trigger, any jitter in this

high voltage trigger will be propagated through to the QSS and VS outputs. The

manufacturer specification for the jitter in the QSS for seeded operation is <1 ns (Spectra-

Physics, 1991).

Another factor which influences the experimental synchronization is the

unavoidable variation in build-up time (i.e., the time between the high voltage Q-switch

trigger and the production of the radiation pulse). It was observed that a radiation pulse

produced with seeded operation builds up approximately 10 ns earlier than one produced

with unseeded operation. Although this 10-ns variation in build-up time is an approximate

upper limit, there is always variation in the pulse build-up time; this is because the

Nd:YAG laser is not simply seeded or unseeded, but rather seeded to a given degree or

quality. Specifically, if the alignment of the seed laser optics with the Nd:YAG oscillator

cavity is very good, then the quality of the injection seeding will be very high.

Unfortunately, the quality of the injection seeding was observed to vary about this

optimum value or possibly drift in one direction or another throughout an experiment; this

caused a corresponding variation in the pulse build-up time. Hence, if the quality of the

injection seeding drifts after the experiment has been temporally synchronized, the data

acquisition gates may integrate only a portion or actually miss the signals from the

detectors.

In summary, the two factors which cause variations in the time between the QSS

and VS outputs and the generation of pulsed radiation are: (1) nominal jitter specified as

<1 ns, and (2) variation in the quality of the injection seeding which will vary the build-up

time by <10 ns. In general, the VS offers a high degree of flexibility in the initial

production of the master trigger, but has a relatively high degree of temporal variation

relative to the actual radiation pulse from shot to shot and over time (i.e., throughout an

experiment).

An alternate technique is to trigger off the pulsed radiation itself. This bypasses

any electronic variation in the Nd:YAG performance and offers zero jitter and variation in
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the master trigger relative to the pulsed radiation. For implementation of this triggering

scheme, a master photodiode (PD:M) was used which monitored scattered 532-nm

radiation through the window of the Nd:YAG harmonics box. Although this triggering

scheme offers zero temporal variation relative to the radiation pulse, it does not allow a

broad variation in the initial generation of the master trigger pulse relative to the radiation

pulse, as does the VS BNC output of the Nd:YAG laser.

5.6.1 LSF Specific Triggering system

For the LSF experiments, the fluorescence is in the saturated regime only at the

temporal peak of the laser pulse. To either side of the temporal peak, the fluorescence is

initially in a partially saturated regime and subsequently in the linear fluorescence regime

for the majority of the temporal wings of the laser pulse. The LSF experiments used a

500-ps gate centered at the temporal peak of the laser pulse, as described in Section 5.5,

so that only the fluorescence in the saturated regime would be temporally integrated by the

data acquisition equipment. However, this data acquisition scheme requires that the 500-

ps gate be temporally synchronized with the center of the LSF signal for every

fluorescence event (i.e., from shot to shot). Hence, any jitter (i.e., shot-to-shot

fluctuations) in the master trigger which coordinates this synchronization may cause the

500-ps gate to integrate some fluorescence outside the saturated fluorescence regime on

certain fluorescence events. For this reason, the LSF experiments require a very stable

(i.e., low jitter) master trigger. This in turn dictated the use of a triggering scheme based

on the signal from PD:M as the master trigger.

The triggering scheme for the LSF experiments is shown in Fig. 5.15. The master

trigger pulse from PD:M was divided by three 50-f_ voltage divider circuits (VD:A,

VD:B, and VD:C). The outputs from the voltage divider circuits were used to trigger the

three gated integrators/boxcar averagers (SR250:A, SR250:B, and SR250:C). The 50-f_

BUSY outputs of SR250:C and SR250:A were used to trigger the fast sampler (SR255)

and the computer interface (SR245), respectively. The signals from PD:B, the ORS PMT

and the monochromator PMT were input via 50-ft delay lines to the SIGNAL BNC input

of SR250:B, SR250:A and SR255, respectively. During initial alignment of the
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monochromatorcollectionoptics,theSAMPLEOUT of theSR255wasinput to SR250:C

to dampenoutshot-to-shotfluctuationsasdescribedin Section5.5. Typically, theLAST

SAMPLE BNC outputsof SR250:AandSR250:BandtheSAMPLE OUT of theSR255

wereconnectedto theanalogoutputsof theSR245to allow storageof theshot-to-shot

ORS,laserpower,andLSF dataon thePC.

5.6.2 PLIF SpecificTriggeringsystem

For thePLIFexperiments,theICCD mustbetemporallysynchronizedwith the

fluorescencepulse. Becauseof the inherentinternal~18-nsdelayof thepulsegenerator

(FG-100),eitherthefluorescencesignalmustbeopticallydelayedor theFG-100mustbe

pretriggered.Thefluorescencesignalmaybeopticallydelayedby increasingthedistance

traveledby theUV radiation(- 1ns/ft). However,thiswasnot anoptionsincethe

hardwarewasnotavailablefor suchadelayline. Moreover,thisschemewould increase

lossesin theexcitationoptics. Hence,pretxiggeringwasthemethodusedfor overcoming

theinternaldelayof theFG-100. Unfortunately,thePD:M mastertriggeringscheme

couldnotprovidesufficientpretriggering.Forthisreason,theVS outputfrom the

Nd:YAG wasusedwith theVS potentiometeradjustedto causetheVS outputto occur

36nsprior to theQSS.This schemeproducesa trigger~136nsprior to thatfrom PD:M,

andwasfoundto offer sufficientpretriggeringfor theICCD system.To accountfor the

relativelyhighdegreeof temporalvariationin theVS relativeto theradiationpulse,the

ICCD gatewidth wassetto 30nsandtemporallycenteredonthefluorescenceevent.

Thisgatewidth wassufficientto negateanytemporaldrift in thefluorescenceevent

relativeto theICCD gatedueto thevariability in thequalityof theNd:YAG injection

seeding;moreover,thisgatewidth approximatelysatisfiesEq.(4.25) for the~9-ns

FWHM of thelaserpulse. Nevertheless,thequalityof theinjectionseedingwas

monitoredthroughoutall PLIFexperiments!viatheQ-switchbuild-uptimeoutputof the

injection seeder.

In additionto theICCD synchronization,thepoint dataacquisitionsystem(i.e.,

theStanfordResearchsystem)hadto besynchronizedto theimageacquisitionsystem

(i.e.,thePrincetonInstrumentssystem).Specifically,ameasureof the laserpower(from
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aPD:A) for theshotscorrespondingto thespecificfluorescenceeventsthatwere

integratedonchipby theICCD wasneededto correctthe imagesfor fluctuationsin laser

power. SincetheICCD did notacquiredatafor eachpulseof thelasersystem,a

triggeringschemewasrequiredwhichwould forcethepoint measurementdataacquisition

systemto acquiredataonly whentheICCD wasgated.This wasaccomplishedby using

theFG-100asasecond-leveltriggeringmasterto theSR250:Cvia thepulsemonitor

outputof theFG-100. Althoughthepulsemonitoroutputof theFG-100wasnot

recommended(by themanufacturer)for useasatriggeringsignal, this triggering scheme

was found to be reliable.

While the ICCD does not acquire images for every laser pulse, pulse-to-pulse

information was required in order to adjust both the WEX for maximum laser power and

the PDL to optimize the overlap fraction between individual image acquisitions. This

information was provided by the PD:B and ORS PMT detectors through SR250:A and

SR250:B triggered via the PD:M master as described in Section 5.6.1. However, since

these gated integrator/boxcar averager units were not synchronized with the ICCD

system, the corresponding information could not be stored on the PC. Hence, although

the ORS was monitored and adjusted throughout the PLIF experiments, it was not

possible to store a record of its signal variation throughout the experiments. Laser power

fluctuations were recorded and stored using PD:A and SR250:C as described above.

The triggering system for the PLIF experiments is shown in Fig. 5.16. The master

trigger pulse from the VS was attenuated by a 10X, 50-f_ attenuator and used to trigger

the pulse generator (FG-100). The trigger output from the FG-100 was used to

synchronize the detector controller (ST-130); the NOT SCAN output from the ST-130

was used to prevent the FG-100 from gating the ICCD during readout of the CCD. The

VARIABLE OUTPUT of the FG-100 was used to gate the ICCD, and the PULSE

MONITOR of the FG-100 was used as a second-level triggering master to trigger the

SR250:C. The SR250:C was used to monitor fluctuations in the laser power from PD:A

via a 50-foot delay line, and the BUSY output was used to trigger the SR245 via its

DIGITAL SYNC input #1. Shot-to-shot fluctuations corresponding to fluorescence
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eventsintegratedon chip by the ICCD were passed to the PC via the ANALOG OUTPUT

#1 of the SR245.

5.7 AIDF Burner, Flow, and Translation

Qualitative PLIF measurements of NO were made in the JQC described in

Chapter 2. For that investigation, the JQC chimney was modified to incorporate several

10-cm tall fused-silica wall sections to allow optical access to the combustor interior.

Although trace NO levels were detected in the JQC, the geometry of the combustor

produced several interfering effects which obscured the fundamental measurement

assessment goal. The predominant difficulties associated with the JQC combustor were

wall effects and surface scattering. The wall effects were related to the influence of the

relatively cool chimney walls on both the base NO signal from the primary combustion,

and on thermal-NO production at the IDF front when in contact with a chimney wall.

Surface scattering from the entrance and exit chimney walls was imaged along with the

fluorescence signal by the ICCD, and back scattering from the exit window provided

additional excitation to the NO molecules near that side of the combustor. Although the

majority of the surface scattering was masked by appropriate placement of apertures, the

effect of the additional excitation resulting from the back scattering had to be corrected

for via post processing. These real but rather secondary effects obscured the primary goal

of the research which was to assess the quantitative nature of PLIF imaging of NO in an

IDF.

To avoid the difficulties associated with PLIF imaging of NO in the JQC, a new

axial IDF (AIDF) burner was designed and is shown in Fig. 5.17. The AIDF burner

isolates a single IDF which is a fundamental component of the JQC NO reduction scheme.

Because the AIDF burner isolated a single IDF within an argon guard, all of the secondary

difficulties prominent in the JQC were eliminated. This provided an environment

conducive to evaluating the quantitative nature of PLIF measurements of NO in the harsh

environment of an IDF.

The AIDF burner consists of a central jet tube surrounded by two annular regions.

A flat fuel-rich premixed CzH6/O2/N2 flame was stabilized on the surface of the inner
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annular region. This primary combustion was sheathed from the ambient air by an argon

guard flowing through the outer annulus. An Oz/N, oxidizing mixture flowing through the

central tube reacted with the fuel-rich primary combustion products creating a single

AIDF. The AIDF burner was constructed of three 304 stainless steel (SS) tubes attached

to an SS base using low-temperature silver solder. The inner, middle and outer tubes had

outside diameters of 6.35 mm (0.25"), 25.4 mm (1.0"), and 50.8 mm (2.0"), respectively,

and wall thicknesses of -0.838 mm (0.033"), -0.889 mm (0.035"), and -2.79 mm

(0.110"), respectively. Moreover, the inner diameter of the central tube was tapered at the

exit end to provide a smooth transition at the air jet and primary combustion gas interface.

An -24.13 mm (0.95") tall plenum was provided at the base of the AIDF burner tubes to

allow circumferential distribution of the gases. This plenum was created by sintered SS

annular plugs supported by SS collars attached to the tubes with low-temperature silver

solder. The two annular regions were filled with a 38.1 mm (1.5") deep bed of 1.5-mm

diameter (model TG-1.5, Cataphote Inc., Jackson, MS) glass beads to insure uniformity of

the gas mixture at the burner surface and to guard against burner flashback. In addition,

the two annular regions housed ~ 19 mm (0.75") thick Hastelloy honeycomb (~0.787 mm

(0.031") cell diameter, -0.051 mm (0.002") thick Hastelloy stock; Kentucky Metals, New

Albany, IN) sections which rested on the glass-bead bed and were flush with the surface of

the AIDF burner. The Hastelloy honeycomb material straightened the annular flows and

was able to withstand the high temperatures associated with the primary combustion

stabilized just above the inner-annular surface. Moreover, all AIDF burner materials were

specified so as to be impervious to the corrosive nature of NO gas (doped into the

reactants during the calibration procedure) and to be inert with respect to all reactant

gases.

The flows provided to the burner to create the AIDF were carefully chosen so as

to match the velocities of the primary reactants and the oxidizing jet. Moreover, the

dilution ratio of the oxidizer in the primary reactants was the same as that of the oxidizing

jet; its value was also kept as close as possible to that of air so as to closely simulate

industrial combustion processes. Attempts were also made to force the primary-

combustion equivalence ratio as high as possible in order to make any IDF-front NO
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productiondistinct. However,thestabilitylimitationsof theAIDF burnerplaced

constraintson boththeoxidizerdilutionratioandtheupperequivalenceratioof the

primarycombustion.TheAIDF studiedusedadilution ratioof 3.9andhadaprimary-

combustionequivalenceratioof ~1.4andanoverallequivalenceratio of ~1.3. This

producedanAIDF whoseinnerandouterflamefronts,at theAIDF tip, were~9 mmand

~13mmabovetheburnersurface,respectively.In otherwords,theIDF tip was~4mm

thickandextendedfrom -9 mm to ~13mmabovetheburnersurface.Theprimary

combustionusedC2H6, 0 2, and N 2 volumetric flow rates of 0.38, 0.94, and 3.68 SLPM,

respectively. The oxidizing jet used O2, and N 2 volumetric flow rates of 0.06 and 0.24

SLPM, respectively. The argon guard did not have a matched velocity with the primary

combustion reactants; its volumetric flow rate was set based on obtaining a desired guard

height. An argon guard volumetric flow rate of 21.4 SLPM was found to reliably guard

the AIDF over a distance up to 33 mm above the burner surface.

All gas volume flow rates supplied to the AIDF burner were determined by

rotameter (Matheson Gas Products, series E Tube Cubes, Joliet, IL) readings. The

individual rotameters were isolated from bottle pressure fluctuations by the bottle

regulator and an instrument regulator (Prax Air, formerly Linde, model SG4820-60,

Somerset, NJ) connected in series. The individual rotameter tube pressures were set to

50 psig via the appropriate instrument regulators. This regulated rotameter pressure was

sufficient to ensure choked flow across the needle valve at the exit of the rotameters. This

sonic condition at the needle valve isolated the rotameter tube environment from ambient

pressure fluctuations. All rotameters were calibrated using either a dry test meter or a

bubble meter (Alltech Associates, model 4047, Deerfield, IL) and converted to standard

temperature and pressure conditions.

The AIDF burner was mounted on a custom translation system to provide vertical

and radial (i.e., horizontal) translation (y and r directions, respectively, as defined in Fig.

5.17). The translation system was positioned so that the r-translation direction coincided

with the axis of the focused laser beam or sheet. The individual translations were driven

through stepper motor and gear head assemblies (similar to those described for the PDL

and monochromator) coupled to a ball screw and an acme thread for the y- and r-direction
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translations,respectively.Thetranslationsystemprovideda maximumtranslationrange

of -200 mm (7.9") in they directionand-75 mm (3") in ther direction. Thecombined

gearreductionand200step-per-revolutionsteppermotorsprovidedaminimum

translationstepof -0.0013 mm(0.00005")and-0.0010mm (0.00004")in they andr

directions,respectively.Translationwascoordinatedfrom thedataacquisitionPCvia the

modifiedStanfordResearchSystemsSR265softwareasdescribedin Section5.5.
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CHAPTER 6

EXPERIMENTAL ASSESSMENT OF 02 INTERFERENCES

ON LIF MEASUREMENTS OF NO

IN HIGH-PRESSURE, LEAN PREMIXED FLAMES

USING NARROW-BAND AND BROAD-BAND DETECTION

In this chapter, we experimentally investigate the influence of 0 2 interferences on

LIF measurements of NO in lean methane-fueled flames at a range of pressures for both

narrow-band and broad-band fluorescence detection. NO excitation schemes are

identified which minimize 02 interferences. The interference spectra, using different NO

excitation schemes, are obtained from detection scans. Optimum excitation/detection

schemes are then identified for narrow-band detection measurements of NO. To simulate

broad-band detection experiments, five different falter combinations are numerically

applied to the experimentally obtained detection scans. Filter assessment parameters are

developed to judge the effectiveness of the different filtering schemes, and a methodology

is established for evaluating broad-band excitation/detection strategies. Based on this

work, optimum excitation/detection schemes are identified for broad-band detection

measurements of NO.

6.1 Background

Laser-induced fluorescence (LIF) has been demonstrated to be a viable technique

for making quantitative nitric oxide (NO) concentration measurements in combustion

environments at a range of pressures (Reiselet al., 1993; Reisel and Laurendeau, 1994;

Battles et al., 1994). Nitric oxide has a high density spectrum with band origins at

approximately 226 nm, 236 nm, 247 nm, and 259 nm for the "/(0,0), y(0,1), ¥(0,2), and
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y(0,3) vibrational bands, respectively (De6zsi, 1958; Piper and Cowles, 1986), where the

parenthetical band specifications, (v',v"), indicate the upper and lower vibrational levels of

a given band. Typically, for NO fluorescence studies, excitation occurs via a specific

rovibronic line in the y(0,0) band followed by detection of the fluorescence from one or

more of the higher order bands. Such a detection scheme provides good signal to noise

ratio (SNR) by reducing scattering interferences within the y(0,0) band. However,

quantitative LIF diagnostics require that we eliminate or account for other measurement

interferences, such as secondary species Raman scattering, absorption and fluorescence.

We have previously investigated the transportability of a calibration factor for quantitative

LIF measurement of NO at high pressures (Reisel et al., 1995). Secondary species

interferences are another major issue concerning quantitative LIF measurements and are

the subject of this chapter.

The B3_]_--X3_ Schumann-Runge system of 02 (175-535 nm) (Krupenie, 1972)

represents a source of potential interference in NO fluorescence studies because of the

density and spectral coincidence of its hot-band spectrum with that of NO. The 'hot-

band' terminology has been adopted to refer to spectra that appear only at elevated (i.e.,

flame) temperatures due to Boltzmann redistribution into the upper vibrational levels of

the ground electronic state. The Schumann-Runge system is the strongest band system of

02 and has received considerable attention in the literature (Krupenie, 1972; Creek and

Nicholls, 1975). The structure of the O2 hot-band fluorescence spectrum consists of

distinct features (i.e., obvious lines) with additional broad-band regions characteristic of

many-lined spectra (Battles et al., 1994; Krupenie, 1972; Carter and Barlow, 1994).

These high density broad-band regions occupy the various spectral regions between the

distinct 02 features. We will refer to these many-lined spectral regions as broad-band

regions.

Absorption by the v"=0 band progression of the 02 system, and subsequent

predissociation, produces atmospheric opacity below 200 nm (Creek and Nicholls, 1975)o

At elevated temperatures, such as exist in combustion environments, Boltzmann

redistribution populates higher vibrational levels of the ground electronic state of 02 ,

hence activating the red-end (200 nm and above) portion of the Schumann-Runge system
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(GoldsmithandAnderson,1986). Spectrallyresolvedscansof thefluorescencefrom

these02 hotbandsrevealprominentfeaturesthroughoutthe spectralregionsoccupiedby

thehigherorderNO bandsnormallyusedfor LIF detectionof NO (Goldsmithand

Anderson,1986;Wysonget al., 1989).Thenumericalwork of LeeandHanson(1986)

demonstratesthetemperature-inducedactivationof these02hot bands.Their

investigationindicatesatenorder-of-magnitudeincreasein the line strengthsof thehot

bandsfor atemperatureincreasefrom 300K to 2000K (LeeandHanson,1986).

Moreover,becausethemoleculardynamicsof 02 following excitationarelimitedby

predissociation,anyO2-originatinginterferenceswill beindependentof pressurefor a

givenOznumberdensity(Wysonget al., 1989;LeeandHanson,1986).This

characteristiccould be particularly problematic for high-pressure NO measurements since,

for a given NO number density, the NO fluorescence signal degrades with pressure due to

pressure broadening, while that from 02 interferences would remain constant (Goldsmith

and Anderson, 1986). These issues demonstrate the strong potential for 02 interferences

during LIF studies of NO formation in flame environments.

Interference assessments are typically incorporated in fluorescence studies. Reisel

et al. (1993) used detection scans with different NO doping conditions to identify potential

interferences for their narrow-band LIF measurements of local NO concentration.

Potential interferences were identified from N 2, 02, and CO2 Raman scattering and O2

fluorescence. These interferences were easily eliminated by appropriate selection of the

narrow-band detection bandwidth. Battles et al. (1994) used numerical modeling of the

02 spectrum to identify an excitation scheme which minimized 02 interferences for their

broad-band PLIF measurements of NO. They chose an excitation scheme which employed

five overlapping NO lines in the DC region of the 02 spectrum as indicated by their

synthetic 02 spectrum generated at I atm and 2000 K.

Despite extensive studies of the 02 spectrum, and investigations to minimize its

influence on fluorescence measurements of NO, the interfering effect of 02 on LIF NO

measurements remains a significant concem. This concern arises from the variations in

interference potential with changes in flame conditions and experimental configuration. In

general, the four environmental and experimental parameters which influence the potential
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for 02 interferencein LIF measurementsof NO aretemperature,pressure,excitation

scheme,andbroad-bandvs.narrow-banddetection.For example,Reiselet al. (1993)

usednarrow-banddetectionto measureNO in alow-temperature(~1700K) premixed

flameaboveawater-cooledburner. Thenarrow-banddetectionschemeprovidedprecise

controlof thedetectionbandwidth,thusallowingtherejectionof non-resonant

interferences.Suchinterferencerejectionis moredifficult in abroad-banddetection

schemedueto thedegradedspectralselectivityof colored-glass(CG)filters.

In thebroad-bandwork of Battleset al. (1994),some02 interferencewas

observeddespiteuseof amultiple-componentNO excitationline in thebroad-bandregion

of the02specmam.TheseinvestigatorsusedspectrallybroadCGfiltering (i.e.,UG5)in

their collectionopticsandconcludedthatotherfilters maybemoreeffectivein eliminating

interferences.However,noassessmenthasbeenpublishedconcerningtheeffectivenessof

specificfilter combinations.Uncertaintyin theanticipatedinfluenceof interferencesis

exacerbatedby movingto high-pressureconditions.Here,thespectralmodelingis less

reliableandthepotentialexistsfor theappearanceof newinterferencelinesdueto the

onsetof significantrotational(RET) orvibrational(VET)energytransfer(Allen, 1994).

In thischapter,weaddresstheinfluenceof 02 interferencesonLIF measurements

of NO in high-temperatureflamesfrom 1to 9 atmusingdifferentexcitationanddetection

schemes.Uncooledfuel-leanflameswereinvestigatedasaworstcasescenariosincethey

maximizethe02hot bandactivationandprovideanabundanceof 02. Basedon these

results,optimumexcitationanddetectionschemesarespecifiedfor LSFandPLIF

measurementsof NO.

6.2 ExperimentalApparatus

TheUV radiationrequiredfor NO and02excitationin this studywasgenerated

usingaQuanta-RayDCR-3GNd:YAG laser,aPDL-2 dyelaser,andaWEX-1

wavelengthextender.Thesecondharmonicof theNd:YAG-laserfundamentalwasused

to pumpthePDL-2,which wasconfiguredfor longitudinalamplifierpumpingand

operatedwithout theoptionalpreamplifier. A dyemixtureof R-590perchlorateandR-

610perchloratewasusedin boththeoscillatorandamplifier to generatevisible radiation
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atapproximately574nm. Thedyelaserfundamentalwasfrequencydoubledand

subsequentlysumfrequencymixedwith theresidualNd:YAG fundamental(1064nm),

usingtwo separateKD*P crystals,to producetherequisiteUV radiation(-226 nm). The

four concentricbeams(1064,574,287,226nm) weredispersedusinga Pellin-Broca

prism. Fortheseexperiments,we typicallygeneratedmixed-beamenergiesof

approximately1mJ/pulse.

A schematicof theopticalsystem,excludingthelasersystem,is shownin Fig. 6.1.

After exitingtheWEX, smallportionsof thebeamweretwicesplit off anddirectedto

UV-sensitivephotodiodes(HamamatsuS1722-02UV). Thefirst photodiode(PD:A) was

usedto triggerthedetectionelectronicsandthesecond(PD:B) wasusedto monitorthe

laserenergy.A 1000-mmfocal-lengthlenswasusedto focusthebeamovertheburner,

producingawaistdiameterof N250pm. Thebeampassedthroughadiaphragmaperture

prior to theburnerto minimizeforwardpropagationof surfacescattering.

Theburnerwashousedin ahigh-pressurecombustionfacility consistingof a

stainless-steelhigh-pressurevessel,aPC-interfacedmass-flow-controlsystemfor gas

metering,andaPC-interfaced2-D burnertranslationsystemto providemovementin a

planeperpendicularto thedirectionof beampropagation.Thehigh-pressurecombustion

facility hasbeendescribedthoroughlyelsewhere(Carteret al., 1989).

Thenarrow-banddetectionsystemconsistedof thecollectionoptics,a ½-m

monochromator,andaphotomultipliertube(PMT). Fluorescencewascollectednormal

to thelaserbeamandcollimatedby a200-mmfocal-length,fused-silicalens. A mirror

systemwasusedto rotatetheimageof the laserbeamparallelto theverticalentranceslit

of themonochromator.A 300-ramfocal-length,fused-silicalensfocusedthecollimated

androtatedfluorescenceonto theentranceSlitof themonochromator.The ½-m

monochromatorwasoperatedin first orderusinga 1200line/mmgratingblazedat

250nm. Theradiationpassingthroughtheexit slit wasdetectedby anRCA 1P28BPMT.

A customPMT voltagedividerwasusedthathasbeenoptimizedfor temporalresolution

of thefluorescencesignal(Harris, 1976).
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Figure 6.1 Schematic of the optical setup. The laser is directed to the probe volume

using lens L1, image rotator IR1, aperture AP, and steered to a beam dump

BD following the probe volume. Splitter plates S 1 and $2 are used with

photodiodes PD:A and PD:B to monitor the laser energy. The burner is

housed in the high-pressure vessel H. The narrow-band detection system

consists of lenses L2 and L3, an image rotator IR2, a 0.5 m

monochromator M and a photomultiplier tube PMT1. The broad-band

detection system consists of lenses L4 and L5, a filter stack FS for spectral

filtering, and a slit/PMT assembly PMT2. Signals from the photon

converting devices are monitored by PC interfaced sampling modules.
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The broad-band detection system consisted of the collection optics, including any

CG or neutral-density (ND) filters, a slit assembly and a PMT. Fluorescence was

collected normal to the laser beam and directly opposite the narrow-band collection optics,

and collimated by a 100-mm focal-length, fused-silica lens. When used, the CG or ND

filters were inserted in the collimated fluorescence beam following the collection lens. The

filtered fluorescence was focused onto a horizontally oriented slit assembly (- 120 1am)

using a 100-mm focal-length, fused-silica lens. The radiation detector following the slit

assembly consisted of an Oriel 70680 PMT housing, an RCA 1P28B PMT, and a

Hamamatsu E717-21 voltage-divider circuit.

During detection scans from the CH4/O2/N2 flames, the broad-band detection

system was used to monitor and correct for any PDL drift. This was not possible in

argon-diluted flames since the CH4/Oz/Ar flames produced no NO. During detection

scans from CH4/Oz/Ar flames, the broad-band detection system was used in conjunction

with an atmospheric-pressure reference flame to monitor and correct for any PDL drift.

The atmospheric pressure reference flame used a small Mtker burner supplied with natural

gas. NO in this reference flame was excited using the unfocused UV mixed beam exiting

the high-pressure vessel. Pressure shifting caused the central position of the NO

excitation line in the high-pressure flame to be different from that in the atmospheric-

pressure reference flame. Hence, when the laser radiation is spectrally aligned with a

specific NO line at high-pressure, it will be at a specific location in the spectral wing of the

same NO line at atmospheric pressure. Therefore, to lock the laser to the high-pressure

NO line, we actively tuned the PDL so as to maintain a specific signal from the reference

flame which was a specific fraction of the signal level at the peak of the NO line in the

same flame. Ideally, the reference flame should be in a separate high-pressure vessel at

the same pressure as that of the flame of interest. However, we found, through separate

experimental investigations, that this indirect line-locking scheme was effective for

monitoring and correcting any drift in the laser wavelength.

The signals from the laser-power monitoring photodiode as well as the broad-band

and narrow-band PMTs were sampled using equipment purchased from Stanford Research

Systems. SR250 gated integrators/boxcar averagers were used to integrate and average
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thesignalsfrom thephotodiodeandthebroad-bandPMT. The narrow-bandPMT signal

wasintegratedusinganSR255fast samplerconfiguredfor a500-psgate,whichwas

centeredonthetemporalpeakof thefluorescencepulseusinganSR200gatescanner.

This integratednarrow-bandPMT signalwassubsequentlyprocessedby aseparateSR250

unit operatingwith aDC filter to allowaveragingoverconsecutivefluorescenceevents.

Forall resultsreportedhere,thesignalswereaveragedover30events.Thethreeoutput

voltagesweredigitizedandstoredfor analysisonaPCvia useof theSR245computer

interfacemoduleandtheSR265softwarepackage.

A custom25-mmdiameterburnerwith an1l-ram widecircumferentialguardflow,

manufacturedby McKennaProducts,Inc. (Pittsburgh,CA), wasusedthroughoutthis

study. This burnerwasdescribedby Carteret al. (1989),but herethewater-cooledburner

sectionwasreplacedwith anuncooledburnersection.To accommodatethehighburner

surfacetemperaturesassociatedwith uncooledcombustion,aporousaluminaplug (65

poresper inch,92%A1203,23-mmOD x 25,mmthick, with patentededgecoat;Hi-Tech

CeramicsInc.,Alfred, NY) wasinstalledin thecenter25-mmburnersection.Massflow

conlrollerswereusedfor gasmetering. StableCHa/OJN_flat flameswereobtainedfor

theequivalenceratio range0.63_<qb_<0.66atpressuresof 1to 9 atm. StableCHdOJAr

flat flameswereobtainedfor 0.54_<qb__.0.55atpressuresof 1 to 6 atm.

6.3 Selectionof NO ExcitationLine

At flame temperatures,thehotbandsof theSchumann-RungeOzsystemdisplay

linesthroughoutthe5'(0,0)bandof NO. This makesy(0,0)bandexcitationof NO

without somedegreeof 02excitationdifficult. TheNO excitationschememustbe

carefullyselectedsoasto minimizeO2excitationandthereforeinterferencepotential.

GrossO2excitationmaybeavoidedby excitinganNO line which is notresonantwith a

distinctOzfeature. Unfortunately,thebroad-bandO2backgroundextendsthroughoutthe

5'(0,0)bandof NO, thusmakingsomedegreeof 02excitationunavoidableregardlessof

line selection.The bestonecando is to exciteNO in thebroad-bandregionof theOz

spectrum between the distinct 02 lines. The minimal Oz interference resulting from such

an optimal excitation scheme may then be subtracted off as a constant background (Battles
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et al., 1994).Thiswastheprimaryexcitation-schemecriterionrelativeto minimizationof

interferences.AdditionalcriteriaimposedonNO excitationline selection were that the

rovibronic line should be unique, isolated (i.e., no other lines within - 1 cm _ at

atmospheric pressure), and should also have a relatively temperature-insensitive

Boltzmann fraction (Reisel et al., 1995).

Two NO lines were selected which satisfied the above criteria. To identify

optimum lines for NO excitation, three general broad-band regions of the 02 spectrum

within the NO ,{(0,0) band were identified based on the work of Battles et al. (1994).

These broad-band regions were in the spectral ranges 44318.38 cm "_to 44305.62 cm _,

44251.70 cm _ to 44228.22 cm _, and 44202.80 cm _ to 44182.30 cm _. The specific NO

lines within these O2 broad-band regions were then identified using the tabulated data of

Reisel et al. (1992). Lines with 15.5 _<J" _<30.5 were favored since they are most likely

to exhibit temperature insensitivity at typical flame temperatures. A synthetic spectrum

program by Seitzman (1991) was used to generate the NO spectrum at 1750 K in the

three broad-band regions. Based on this information, we identified five candidate NO

lines, P2(23.5), Q2(16.5), R_(15.5), Q2(25.5) and Q2(26.5). The spectroscopic notation

used to describe the NO lines is consistent with that described by Reisel et al. (1992). The

Q2(26.5) line has been used in our previous LIF measurements of NO (Reisel et al., 1993;

Reisel and Laurendeau, 1994). Figure 6.2 shows the variation in Boltzmann fraction from

1000 K to 2400 K for the five candidate lines. Clearly, the Q2(25.5) and the Q2(26.5) lines

are the most temperature insensitive. Moreover, the Einstein B coefficients for the Qz

lines are approximately twice those of the R 1 and 1:'2lines (Reisel et al., 1992).

Excitation scans in lean CH4/OJAr flames were taken over the spectral region
?

covering the Q2(25.5) and the Q2(26.5) lines to verify that these selected NO excitation

lines were within the broad-band regions of the O2 spectrum. Both lines were found to

reside in such regions, although this had not!been obvious for the Q2(26.5) line from the

numerical work of Battles et al. (1994). Based on these findings, we considered both

Q2(25.5) and Q2(26.5) excitation of NO in the present study of 02 interferences.
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6.4 Excitation Spectra

6.4.1 Experiments and Results

We have obtained excitation scans in CHJO2/N2 (nitrogen-diluted) and CHJO2/Ar

(argon-diluted) flames over a range of pressures using both narrow-band and broad-band

detection. The equivalence ratios (qb) of the nitrogen- and argon-diluted flames

investigated were approximately 0.65 and 0.55, respectively. All flames used a dilution

ratio of 3.76 and produced flame temperatures of approximately 100 K below the

adiabatic flame temperature. Nitrogen-diluted flames were investigated at pressures of

1.0, 3.05, 6.1, and 9.15 atm. The argon-diluted flames were investigated at pressures of

only 1.0, 3.05, and 6.1 atm due to flame stability limitations. For narrow-band detection,

the monochromator was configured for an entrance slit of 120 pm x 10 mm (width x

height) and an exit-slit width of 2.4 mm. This corresponds to a spectral bandwidth of -3

nm, which was centered on the y(0,1) band of NO. The broad-band detection system

used a 120-pm slit, 10 mm of UG5 CG filter and sufficient ND filtering to prevent

saturation of the PMT. The excitations scans of the nitrogen-diluted flames using narrow-

band and broad-band detection are shown in Figs. 6.3 and 6.4, respectively. The

excitations scans of the argon-diluted flames using narrow-band and broad-band detection

are shown in Figs. 6.5 and 6.6, respectively.

6.4.2 Spectral Identification

Several features of the NO and interference spectra are readily identifiable. The

positions of the Qz(25.5) and Q2(26.5) NO lines are indicated in the excitation scans.

These NO features are apparent in Figs. 6.3a and 6.4a, as is the remainder of the hot NO

spectrum in the scanned region of Figs. 6.3a-6.3d. The distinct features at 225.53 nm in

Figs. 6.5a-6.5c appear to be two resolved components of the P°'3(25) triplet lines of O2

(Reisel et al., 1993; Wysong et al., 1989). In the spectroscopic notation used to describe

the O2 lines, the letter describes the branch (P or R), the superscript specifies the upper

and lower vibrational levels involved (v',v"), and the parenthetical number specifies the

lower level rotational quantum number (N"). The prominent features in the excitation

scans using broad-band detection, Figs. 6.4 and 6.6, have been identified as the RZ'4(23)
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andP2"4(21)linesof Oz(Wysonget at.,1989). Theline positionsof theseandother02

featuresencounteredin this studyaretabulatedin Table6.1. Thesefeaturesarenot

observedwith narrow-banddetection.

6.4.3 Observationsfor Narrow-BandDetection

TheNO lines in Fig. 6.3 display the expected influence of pressure broadening.

Figure 6.5 indicates a similar positive scaling of the broad-band interference background

with pressure. This interference is at least partially due to the broad-band region of the Oz

spectrum. The pressure dependance of the broad-band interference background is not a

practical problem since LIF measurement parameters (e.g., calibration factors) are

typically not transportable with changes in pressure (Reisel et al., 1995). Based on the

results at 1 atm (Fig. 6.5a), the Qz(25.5) and Qz(26.5) NO lines both appear to reside in a

broad-band portion of the interference spectrum. However, at higher pressures, Fig. 6.5

shows a relatively unstructured blue-shaded interference feature around 225.69 nm, whose

magnitude apparently scales with pressure. This feature is likely to be problematic with a

Q2(25.5) NO excitation scheme because it blends into this NO line at higher pressures. In

contrast, the Q2(26.5) line resides in the broad-band region of the interference spectrum at

all pressures investigated. Figure 6.3 demonstrates that, although they are evident in Fig.

6.5, the most prominent interference features are much weaker than the NO lines of

interest.

6.4.4 Observations for Broad-Band Detection

Figure 6.6 indicates that, with broad-band detection, the broad-band region of the

interference spectrum is independent of pressure. This interference region is again at least

partially due to the broad-band portion of the O 2 spectrum. Figure 6.6 does not show the

relatively unstructured feature that appears at higher pressures in Fig. 6.5. Apparently,

this feature has been engulfed in the larger background of the broad-band detection

system. Figure 6.4 indicates that for broad-band detection, the Q2(25.5) and Qz(26.5) NO

lines are in the broad-band region of the interference spectrum at all observed pressures.

This figure also clearly demonstrates the particular difficulties associated with
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Table6.1 Linepositionsin nanometersof thedifferent0 2 lines encountered either in

absorption or emission. The 02 line specification notation is as described by

Wysong et al. (1989). The R2'4(23) and p2'4(21) lines are apparent in the

excitation scans using broad-band detection. The R4'4(51) and R4'5(15) lines

are the Oz excitation pathways which produce potential interferences with

Q2(25.5) excitation of NO, as is the R4'5(13) line for Qz(26.5) excitation of NO.

However, these three O z lines are not apparent in the excitation scans. All

other 02 line positions listed are apparent in the detection scans of Figs. 6.7,

6.8, or 6.9.

02 Line

R2_"(23)

p2,_"(21)

R2-"(19)

R4_"(13)

p4_"(15)

R4,n"(51)

p4_"(53)

R4,n"(15)

p4_"(17)

r]. t! "-- 4

225.54

225.62

225.67

Line position (nm)

n"=5 n"=6 n"=7 n"=8 n"=9

233.29 241.36 249.87 258.85

232.69 240.72 249.19 258.13

225.56 233.12 241.08 249.45 258.27

233.55 241.53 249.93 258.78

233.15 241.01 249.29 257.99

234.68 242.63 251.00 259.80

225.73 233.29 241.26 249.64 258.46

233.78 241.77 250.18 259.04
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interferences which have predissociative-limited dynamics. The major lines of the NO

spectrum are clearly apparent above the interference background at 1 atm in Fig. 6.4a.

However, as the pressure increases, the NO spectrum broadens and ultimately drops

below the interference background.

Although the NO spectrum is not apparent at 6.1 and 9.15 atm in Fig. 6.4, this

does not indicate that LIF measurements of NO at high pressures are impossible using

broad-band detection. LIF measurements of NO up to 10 atm have been made elsewhere

(Battles et al., 1994). If a lower laser power had been used to generate the excitation

scans of Fig. 6.4, larger NO signal-to-interference ratios would probably have been

attained (Reisel et al., 1993). At laser powers above that required to saturate NO, the NO

fluorescence signal reaches a plateau and no longer increases with laser power. However,

because the 02 dynamics are limited by predissociation, interference from 02 continues to

increase with laser power. This effect is detrimental to the measurement SNR and should

be given appropriate attention when designing the excitation scheme (Reisel et al., 1993;

Carter 1994). Although some degree of saturation no doubt exists for our detection

scans, these data are completely adequate for the present study.

6.5 Emission Spectra

6.5.1 Experiments and Results

We have obtained detection scans to characterize the emission spectra from

nitrogen- and argon-diluted flames at 1 and 6.1 atm using both Q2(25.5) and Q2(26.5)

excitation. The equivalence ratios of the nitrogen- and argon-diluted flames investigated

were approximately 0.65 and 0.55, respectively, and a dilution ratio of 3.76 was used

throughout. The detection scans covered the spectral range 232.5 nm to 266.1 nm in

steps of 0.033 nrn/bin, and hence incorporated the y(0,1), ¥(0,2), and y(0,3) bands of NO.

The monochromator was operated in first order with an entrance slit of 120 pm x 20 mm

and an exit slit width of 120 pm. The detection scans using the two excitation schemes in

nitrogen- and argon-diluted flames are shown in Figs. 6.7 and 6.8, respectively.
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6.5.2 SpectralIdentification

Beforeattemptingto identify theinterferencespectraof Figs.6.7and6.8,we

performedexperimentsto characterizethebehaviorof the02excitationandfluorescence

process.Figure6.9is adetectionscanin anitrogen-dilutedflameat 1atmfor direct

excitationof theP'-'4(21)transitionof 02. Clearly,a line of the y(0,0) band of the high-

density NO spectrum was also excited as evident from the observation of the y(0,1),

y(0,2) and y(0,3) bands of NO in Fig. 6.9. This detection scan also reveals four sets of

paired interferences which increase in magnitude with wavelength over the spectral region

investigated. The magnitudes of the paired interferences approximately scale with those of

the Franck-Condon factors (Albritton, 1972) for the v'=2 band system of 02. The paired

nature of the interferences reflects the P and R splitting which is characteristic of O2

(Herzberg, 1989). The appearance of individual P and R lines, rather than broader P and

R manifolds, provides experimental validation that RET, and hence VET, is insignificant at

1 atm for v'=2 (Andresen, 1988). Since RET does not occur in 02, the spectroscopic

selection rules (N'=N"-1 in the P branch, and N'=N"+I in the R branch) mandate

observation of the P2"¢(21) and R2'¢(19) lines for v">4 in Fig. 6.9. In fact, the line

positions observed in Fig. 6.9 match those of the predicted lines for v"=5, 6, 7, and 8,

based on a numerical spectrum simulation as listed in Table 6.1 (Creek and Nicholls,

1975).

The techniques outlined above were used to identify O,_ interferences observed in

the detection scans with NO Q2(25.5) and Q2(26.5) excitation. Specifically, the paired-

interference distribution provides clues to the actual band progression via comparison to

tabulated Franck-Condon factors (Albritton, 1972). Moreover, the fact that RET does not

occur in the excited state of Oz greatly limits the pool of attributable transitions. If a

P¢'¢(N") line of 02 is excited, only Pv'¢÷J(N") and Rv'¢÷J(N"-2) lines with j=1,2,3 .... will be

observed; similarly, if an Rv'¢(N '') line of O2 is excited, only Pv'¢÷J(N"+2) and Rv'¢÷J(N '')

lines with j=1,2,3 .... will be observed. For a given NO excitation scheme, candidate O 2

excitation lines may be identified by proximity to the excitation wavelength based on the

numerical spectrum simulation for O 2. Each candidate 02 excitation line may be evaluated

by comparing the line positions of the predicted emission spectrum, as governed by the
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above rules and indicated by the spectrum simulation, to the actual interference spectrum

observed in the detection scans for the specific excitation scheme. The relevant 02 lines

can then be identified by experimental and numerical coincidence in both the absorption

and emission spectra.

The detection scans in Figs. 6.7 and 6.8 are presented on a relative fluorescence

basis by normalizing the peak signal to 10001 The y(0,1), y(0,2), and y(0,3) bands of NO

are readily apparent in Figs. 6.7a-6.7d at approximately 236, 246, and 258 nm,

respectively. A strong N2 Stokes Raman scattering signal is observed at -238 nm

(Eckbreth, 1988) in the nitrogen-flame detection scans of Fig. 6.7. This N2 Raman signal

was used to spectrally calibrate the individual detection scans using the excitation-specific

Raman line position. Other Raman scattering lines observed are H20 at -246 nm (evident

in Figs. 6.7b, 6.7d, 6.8a and 6.8b) and O2 at ~234 nm (evident in Figs. 6.7b, 6.8a, and

6.8b). Notice that the H20 Raman line resides within the y(0,2) band of NO. The

remaining lines, most evident in Fig. 6.8, are due to 02 fluorescence. The most prominent

interferences resulting from Q2(25.5) excitation (Figs. 6.8a and 6.8b) are due to O2

fluorescence in the v'=4 band progression activated through excitation of the 02 R4'4(51)

line (see Table 6.1). The interferences resulting from Q2(26.5) excitation (Figs. 6.8c and

6.8d) are due to 02 fluorescence in the v'--4 band progression activated through excitation

of the 02 R4'5(13) line (see Table 6.1). ThesmaUer interference features in Figs. 6.8a and

6.8b (@ 233.8,241.7,250.1, and 259.0 nm) are probably from O 2 fluorescence in the v'=4

band progression activated through excitation of the Oz R4'5(15) line (see Table 6.1). The

R4'¢(15) lines of this progression appear to be in the red wing of the R4'¢(51) lines

resulting from R4'4(51) excitation. These N"=15 lines are believed to be less prominent

than the N"=51 lines due to a degraded overlap fraction (Partridge and Laurendeau,

1995a) for the R4"5(15) line of 02. This provides a positive identification of the existence

of 02 interferences for LIF measurements of NO.

6.5.3 Observations

Figures 6.7 and 6.8 indicate that for Q2(26.5) excitation (c and d) the 5'(0,1) band

of NO is free of structured interferences at 1.0 and 6.1 atm while Q2(25.5) excitation (a
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andb)producesastructuredinterferencein thebluewing of the ¥(0,1)bandat thesame

pressures.Interferencesarealsoobservedwithin they(0,2) and 5'(0,3) bands of NO for

both excitation schemes and at all pressures. This indicates that the better

excitation/detection scheme for narrow-band measurement of NO is excitation via the

Q2(26.5) line followed by detection of a 2- to 3-nm region of the fluorescence spectrum

centered on the y(0,1) band. The broad-band interference signal integrated by this

optimum excitation/detection scheme could be subtracted as a pressure-specific

background (Reisel et al., 1993; Reisel and Laurendeau, 1994; Reisel et al., 1995). In

general, the background should be expected to vary spatially in a flame. However, in our

studies of inverse diffusion flames, we found no measurable variation in background

throughout this diverse environment. On the other hand, this scheme is sensitive to laser

attenuation via 02 absorption, which may be problematic in experiments with long path

lengths such as in industrial scale burners.

Figure 6.8 shows that for both NO excitation schemes the same interferences

occur at 1.0 and 6.1 atm. Thus, neither 02 RET or VET become significant so that new

interference lines do not appear at elevated pressures up to 6.1 atm. Hence, a broad-band

detection triter combination selected at 1.0 atm is expected to be equally applicable at

elevated pressures up to 6.1 atm. A detection scan in a nitrogen-diluted flame at 9 atm

using Qz(26.5) excitation revealed no new interferences compared to the 1.0 and 6.1 atm

results.

An optimum excitation/detection scheme for broad-band measurements is not

readily apparent from the results of Figs. 6.7 and 6.8. In general, NO Q2(25.5) excitation

produces a greater number of interferences. However, the peak values of the interferences

resulting from Q2(26.5) excitation (as evident in the raw data) are greater than those

resulting from Q2(25.5) excitation. Hence, a more detailed study is required to reveal

whether it is better to spectrally integrate a larger number of interferences with small peak

value or a fewer number of interferences with greater peak value. We have performed

such a study by numerically applying different filter combinations to the detection scans of

Figs. 6.7 and 6.8. The effectiveness of the different filter combinations with the two NO

excitation schemes can be compared via one or more filter assessment parameters.
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6.6 Broad-bandSpectralFilter Evaluation

We haveperformeda numericalinvestigationtodeterminegenerallyoptimal

excitation/filteringschemesfor makingLIF measurementsof [NO] usingbroad-band

detection.Suchschemesshouldminimizethescatteredsignalat thepumpwavelength,

minimizetheinterferencesignal,andmaximizetransmissionof theNO fluorescencesignal.

Unfortunately,dueto thegrossspectralselectivityof broad-bandfilters andtheintimate

interminglingof the02andNO spectra,anidealbroad-bandfilter doesnotexist. Rather,

excitation/f.ilteringschemesmustbeselectedbasedon theirrelativemerit. Theassessment

parameterswhich wereusedto rank theexcitation/filteringschemesandthemethodof

calculatingtheseparametersaredescribedin thefollowing subsections.Theseassessment

parametersarethencomparedandexcitation/detectionschemesarespecifiedfor broad-

bandLIF measurementsof NO underselectedconditions.

6.6.1 Filter-AnalysisNomenclature

Fivefilter combinationswereinvestigatedat 1.0and6.1atmusingboth Q2(25.5)

and Q2(26.5) excitation. The five individual filters are described in Table 6.2 and their

spectral transmission profiles from 220 to 300 nm are shown in Fig. 6.10. Filter 2 was

considered in a two mirror configuration. As indicated by Fig 6.10, all four band-pass

filters (i.e., filters 2-5) require some co-application of UG5 CG filtering to provide the

blue-end cutoff necessary to minimize scattering at the pump wavelength (i.e., -226 nm).

All f'tlters are referred to by number, as assigned in Table 6.2, regardless of the degree of

UG5 co-filtering. In the analysis, excitation of NO via the Q,.(25.5) and Q2(26.5)

transitions are referred to as excitation schemes A and B, respectively, and the studies at

1.0 and 6.1 atm are referred to as 1 and 6, respectively. Hence, results using Q2(25.5)

excitation at 6.1 atm are referred to as A6. An indexing parameter n is used to indicate

the degree of f.iltering; n=0 refers to the unfiltered or baseline condition. All assessment

parameters are normalized to unity at n=0. For filter 1, the value of n refers to the

thickness of UG5 in mm. For the remaining filters, n=l refers to parameter results with no

UG5 co-filtering, and n>__2refers to co-application of n-1 mm of UG5. Hence, results
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Table6.2 Descriptionof fivefilters investigatedfor reducing02 interferences.The
assignedf'flternumber,type,model,andbasebandwidthareindicated.All
band-passfilterswereappliedin conjunctionwith avaryingnumberof 1-mm
UG5 CG filters. The base bandwidth refers to the FWHM bandwidth of each

band-pass filter without UG5 application.

Filter No.

1

2

3

4

5

Type

Colored Glass

Dichroic Mirror

Interference

Interference

Interference

Model

Schott UG5

Acton M248V + UG5

Acton 240B + UG5

Acton 250W + UG5

Acton 260N + UG5

Bandwidth

NA

63 nm

40 nm

92 nm

21 nm
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Figure 6.10 Spectral profiles for the five Candidate filters considered for broad-band

detection measurements of NO. Filter 1 is a UG5 colored-glass filter.

Filter 2 is a two-element dichroic mirror system. The spectral transmission

indicated for filter 2 is that of the mirror system which is equal to the

square of the reflectivity of a Single mirror. Filters 3, 4 and 5 are broad-

bandwidth, wide-bandwidth and narrow-bandwidth interference filters,

respectively.
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usingfilter 4 with 7 mm of UG5co-filteringandQ2(25.5)excitationat 6.1atmare

referredto as4sA6.

6.6.2 Filter AssessmentCriteria

Thefiltering schemeswereassessedbasedon theireffecton thesignal-to-

interferenceratio (SIR), thedegreeof netsignaltransmissionfor theprobed(i.e.,NO)

species(PST),andthescatteringtransmission(ST). Themeasuredtotalsignal(TS) is

composedof thesumof theprobesignal(PS)andtheinterferingsignals(IS). Filter

criteriaareformulatedbasedonknowledgeof the individualPSandIS contributions.

A givenfilter is specifiedashavingvalue,in termsof eliminatinginterferences,if it

increasestheSIRof themeasurementrelativeto theunfilteredcondition. TheSIR is

definedfor a givenfilter, pressureandexcitationschemeas

PS,
SIR - , (6.1)

TS , - PS ,,

where TSn=PS.+IS . and the subscript n refers to the degree of filtering as described

earlier. VALUE is a filter assessment parameter which indicates the relative SIR

enhancement provided by that filter. The filter VALUE is formulated as

SIR,, PS,, TS o - PS o
VALUE = = --

" SIR o PS o TS,, - PS
(6.2)

where the subscript 0 refers to the n=0 unfiltered condition. A filter has a VALUE which

is greater (less) than unity if it enhances (degrades) the measurement SIR.

Attenuation of the probe fluorescence signal resulting from filter application

influences the detection limit of the measurement. Hence, the filter PST must also be

considered in assessing the merit of different filters. The filter PST is formulated as

PS,
PST , - (6.3)

PS o

Notice that the PST is normalized to unity for the unfiltered condition and will be less than

or equal to unity for subsequent filter applications.
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TheST is uniqueto eachfilter combination.WeincorporateST into ouranalysis

by calculatingthefilter VALUE andPSTfor differentlevelsof effectivefilter transmission

at thepumpwavelength(N226nmin this study).Thegaseousflameenvironmentsof

interesthereproducerelatively little scattering(e.g.,Rayleigh-relativeto Mie-scattering

signal). Hence,STis notassignedasanexplicit assessmentparameter.In strongly

scatteringenvironments,suchasin sprayflames,thefilter STshouldbeexplicitly usedas

anassessmentparameter(Alien, 1994).However,becauseRayleighscatteringwill exist

to varyingdegrees(e.g.,dependingonwhetherthepumplaseris verticallyor horizontally

polarized)wedoconsiderdiscreteorder-of-magnitudelevelsof ST in this study.

A globalfigureof merit (FOM) maybeformulatedby notingthattheoptimum

filter seeksto simultaneouslymaximizeboththeVALUE andPST. However,this

requiresknowledgeof the individualimportanceof theVALUE andPSTin agiven

experiment,whichcanbemodeledvia appropriateweightingfactorsWvAn_andWpsT,

respectively.Assumingknowledgeof theweightingfactors,theFOM canbeformulated

as

FOM n = VALUE wva'_ " PST wpsr . (6.4)

The magnitudes of the weighting factors are experiment specific. For example, in

situations for which the probe species fluorescence signal is large (e.g., if the probe species

is doped in high concentrations for temperature, pressure or velocity measurements), the

appropriate values of WVALtm and Wpsx may be 1 and O, respectively. In contrast, for

situations where the probe species fluorescence signal is low (e.g., a study investigating

the distribution of naturally occurring chemical species within a combustor), the

appropriate values of WVALLrEand Wrs x may be 0 and 1, respectively. However,

intermediate values of the weighting factors are probably more applicable in most practical

investigations.

6.6.3 Calculation of Filter Assessment Parameters

Calculation of the filter assessment parameters is based on the ability to separate

the signal contributions due to NO and the various interferences (i.e., PS and IS), and also
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knowledgeof thespectraltransmissionprofilesof eachfilter combination.Thevaluesof

TS, PSandIS for thedifferentexcitationschemesandpressuresinvestigatedwere

determinedfrom theexperimentaldetectionscansshownin Figs.6.7and6.8. To

determineTSnfor agivencase,thenumerically-filtereddetectionscanof thenitrogen-

diluted flamewasspectrallyintegratedovertheentirerangeof thescanusingthescanstep

sizeandtrapezoidal-ruleintegration.This total signalis equivalentto thatintegratedby

thePMT in abroad-banddetectionscheme,andincludessignalsfrom NO fluorescenceas

well asanyunwantedinterferingsignals(i.e.,02 fluorescence,andN2, 02 and HzO Raman

scattering).

Information on the competing interference signals can be obtained from the

detection scans in the argon-diluted flames. Calculation of IS and PS are less straight

forward than TS since the No_Raman interference signal does not appear in the argon-

diluted scans; moreover, the interference signals do not have the same absolute

magnitudes in the nitrogen- and argon-diluted scans. However, if the N2 Raman line did

not exist, PS could be determined from the difference in TS and IS multiplied by an

appropriate scale factor to account for the difference in the absolute magnitudes of the

interferences in the two scans. This information, combined with the recognition that an

insignificant level of NO fluorescence exists within the spectral range of the N 2 Raman

line, provides a means for calculation of PS. Specifically, the nitrogen- and argon-diluted

detection scans may be spectrally integrated with the N 2 Raman line skipped in the

integration. Hence, IS and PS are calculated using a two-step integration consisting of

two separate spectral integrations over two excitation-scheme-specific spectral regions on

either side of the N z Raman line. This effectively removes the influence of the N 2 Raman

line from the nitrogen-diluted detection scan.

Application of the two-step spectral integration to the detection scans from the

nitrogen- and argon-diluted flames produced the parameters TS* and IS, respectively. TS*

differs from TS as the latter is integrated over the entire spectral region of the nitrogen-

diluted scan. IS includes the signal from all interferences in the argon-diluted scan less the

N2 Raman signal and the small amount of broad-band interference signal within the narrow

spectral region skipped in the integration. To scale the interferences in the nitrogen- and
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argon-diluteddetectionscansto thesameabsolutemagnitude,thesignalfrom anisolated

interferencewaschosenasareference.This scalingcorrectsthe interference

measurementsfor variationsin theBoltzmannfractiondueto thefinite temperature

differencebetweenthenitrogen-andargon-dilutedflames. For Q2(25.5)excitation,the

R47(51)02 interferencefeaturewasusedfor referencing,while for Q2(26.5)excitation,the

R47(13)02 interferencefeaturewasusedfor referencing.Foreachexcitationschemeand

pressure,a scalefactor(SCALE)wasdeterminedastheratioof thepeaksignalsof the

particularreferencefeaturein thenitrogen-andargon-diluteddetectionscans.Thetotal

NO-attributablesignalwasthendeterminedas

PS n = TS_ - (SCALE.IS). (6.5)

Because of the possible confusion associated with the scale factor, Eqs. (6.1) through

(6.4) were formulated using only TS_ and PSn. This method of calculating PS proved

effective in accounting for all the O2-originating interferences. However, it did not

completely account for the HzO Raman interference signal. This is due to the differing

equivalence ratios of the nitrogen- and argon-diluted flames and also to the unavoidable

temperature difference in the two flames. However, we believe that this experimentally

based accounting procedure is the most reliable technique available, and is certainly

adequate for the filter assessment.

The spectral transmission profiles of the individual filters were obtained from the

Schott optical glass filter catalog (Schott, 1991) for the UG5 CG filter and from

manufacturer measurements for the various band-pass filters (Acton Research Corp.,

Acton, MA.). To obtain spectral transmission data of the same spectral step size as the

detection scans, a cubic spline was fit to the available data and used for intermediate

interpolation. This produced the requisite high-density spectral transmission profiles. To

simulate different filter combinations, the appropriate high-density spectral transmission

profiles were spectrally multiplied to produce an effective high-density spectral

transmission profile.

To determine the filter assessment parameters, the effective high-density spectral

transmission profile of each filter combination was applied to the nitrogen- and argon-
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diluteddetectionscans.Thesenumericallyfiltereddetectionscansweresubsequently

integratedto determineTSn;thetwo-stepintegrationandEq. (6.5)wereusedto

determinePSn.Thefilter VALUE andPSTwerethendeterminedusingTSnandEqs.

(6.2)and(6.3),respectively.A copyof theprogramusedto perform theanalysisfor filter

2 is includedin AppendixB.

Sincetheexperimentaldetectionscanscoverthespectralrange232.5to 266.1nm,

ourfilter assessmentonly considersNO andinterferencesignalsin thisspectralregime. A

sufficientblue-endcutoff canbeobtainedfor all of thecandidatefiltering schemesby

appropriateco-applicationof UG5CG filters. However,all of thecandidatefiltering

schemeshavesomefinite transmissionin thespectralrangeabove266.1rim. Hence,any

NO or interferencesignalsin this longerwavelengthregimearenotconsideredin the

presentanalysis.However,theaveragetransmissionof thevariousband-passfilters

relativeto thatof UG5(filter 1) in the spectral range 265 nm to 300 nm is 1/68.0, 1/19.6,

1/15.2, and 1/2.6 for filters 5, 3, 2, and 4, respectively. These average relative

transmissions are the same regardless of the required level of ST. Hence, filters 5, 3, 2,

and 4 have 68.0, 19.6, 15.2, and 2.6 times better red-end cutoff, respectively, compared to

that of UG5.

Another concern is the influence of chromatic aberration on the detection scans.

Modeling the collection optics as thin lenses and the dispersion of each fused-silica lens

with the Sellmeir equation (Smith, 1990), as recommended by the lens manufacturer (CVI,

1994), it may be shown that the image distance (i.e., the distance between L3 and the

monochromator entrance slit in Fig. 6.1) varies by up to -28 mm over the spectral range

of the detection scans due to chromatic aberration. Specifically, at 232.5,236.0 and

266.1 nm, the image distance is approximately 296, 299 and 324 ram, respectively.

Because the collection optics were optimized at -236 nm, as the monochromator is

scanned away from this optimum wavelength the PMT integrates radiation that is

misfocused. Monitoring such misfocused radiation results in an underprediction of the

actual signal level as compared to radiation that is properly focused on the

monochromator entrance slit. Hence, the effect of chromatic aberration is to spectrally

filter the radiation in a manner similar to the application of the various filters in Table 6.2
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andFig. 6.10. Thiseffectcouldhavebeenminimizedby theuseof achromatesin the

collectionoptics.

Theinfluenceof chromaticaberrationon themeasuredsignallevelwas

experimentallyevaluatedusingNO fluorescence.With thecollectionopticsoptimizedat

~236nm,themeasuredsignallevel at ~258nmwas64%of thatwith thefocusoptimized

at thissecondwavelength.Hence,chromaticaberrationeffectivelyreducedthe

transmissionof thenarrow-banddetectionsystemby 36%at ~258nm. To assessthe

influenceof chromaticaberrationon theprocedurefor evaluatingthevariousbroad-band

excitation/filteringschemes,aninversespectralfilter wasnumericallyappliedto all

detectionscans.This filter wasdesignedto counteractthe influenceof chromatic

aberration,andwasbasedonatriangularfilter functioncenteredon they(0,1) bandof

NO andfit to themeasuredtransmissiondata. Evaluationof thebroad-band

excitation/filteringschemeswasperformedwith andwithout thechromatic-aberration

filter. Therankingandselectionof thevariousexcitation/filteringschemeswerefoundto

beindependentof chromaticaberrationfor therangeof STandpressuresinvestigated.

Despitetheabovespectrallimitations,ouranalysiscanbeusedto successfully

identify generallyoptimalexcitation/detectionschemesandcertainlyimprovedfiltering

techniquescomparedto thattraditionallyusedfor broad-bandLIF measurementsof NO

(i.e.,UG5). In addition,ouranalysisestablishesausefulmethodologyfor future

evaluationsof candidatebroad-bandexcitationandfiltering schemes.

6.6.4 FilterAssessmentResults

Figures6.11and6.12showtheVALUE andPSTdata,respectively,in graphical

form for filter 2. TheVALUE andPSTtrendsfor theotherfilter combinationsarequite

similarto thoseof filter 2. Hence,Figs.6.11and6.12sufficefor demonstratingthe

influenceof thedegreeof filtering onthefilter assessmentparameters.

Applicationof filter 2producesVALUE magnitudesbothgreaterandlessthan

unityoverthedegree-of-filteringrangeinvestigated.However,thelower n valuesmay

notbeusefulastheydonotprovidesufficientscatteringrejection. In particular,because

ourbroad-banddetectionmeasurementsof NO requiredanSTof ~10l°, weconsiderST
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Figure 6.11 VALUE results for filter 2 combinations (i.e., two M248V dichroic mirrors

with n- 1 mm of UG5 co-filtering) using both Q2(25.5) (A) and Q2(26.5)

(B) excitation at 1.0 (1) and 6.1 atm (6). Indexing term: n=0 refers to the

unfiltered condition, n=l refers to application of the two M248V mirrors

alone, and n_2 refers to n-1 mm of UG5 co-filtering.
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Figure 6.12 PST results for filter 2 combinations (i.e., two M248V dichroic mirrors

with n-1 mm of UG5 co-filtering) using both Q2(25.5) (A) and Q2(26.5)
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unfiltered condition, n=l refers to application of the two M248V mirrors

alone, and n>2 refers to n-1 mm of UG5 co-filtering. The ST, or effective

filter transmission at the pump wavelength, is also shown.
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levelsof 10 "7, 10-1° and 10 "13 (i.e., n=5, 7 and 9 for filter 2) to be experimentally feasible.

Hence, these characteristic ST levels are used for assessment of the various

excitation/filtering schemes. Using filter 2 at 1.0 atm, Q_(26.5) excitation (2nB1) produces

VALUE magnitudes greater than unity over the entire useful range, while Q2(25.5)

excitation (2hA 1) provides enhanced VALUE only at the largest feasible ST level (i.e.,

n=5). Hence, using filter 2 at 1.0 atm, the SIR is optimized by use of Q2(26.5) excitation.

Moreover, Fig. 6.11 indicates that the SIR increases with n for Q2(26.5) excitation in

flames at 1.0 arm. For flames at 6.1 atm, the SIR is enhanced by Q_(26.5) excitation

(2nB6) and degraded by Q2(25.5) excitation (2hA6) when using filter 2 in the useful ST

range. These results clearly indicate that for broad-band detection measurements of NO

using filtering scheme 2 at 1.0 and 6.1 atm, Q2(26.5) excitation is preferable since it

minimizes the influence of interfering signals. Moreover, it is clear that with this filtering

scheme Q2(25.5) excitation actually exacerbates the interference problem for both

pressures and at all feasible ST levels except for 25A1.

The effect of filter 2 on PST is shown in Fig. 6.12. As expected, for a given filter,

the PST decreases with increasing degree of co-filtering. To maximize the probe signal,

the minimum n required for sufficient scattering rejection should be used. Although Fig.

6.11 indicates that the filter VALUE increases with increasing n for Q2(26.5) excitation in

flames at 1.0 atrn, Fig. 6.12 indicates a monotonically decreasing PST with increasing n

for this same excitation scheme and pressure. Hence, the VALUE cannot, in general, be

used as the sole filter assessment parameter.

The various broad-band filters are ranked in terms of VALUE and PST, using the

optimum excitation scheme and the three characteristic ST levels, for the 1.0 and 6.1 atm

cases in Tables 6.3 and 6.4, respectively. The optimum excitation scheme selection and

filter ranking from most to least optimum are based on maximizing the magnitude of the

particular filter assessment parameter. The rank of a given filter is considerably different

based on VALUE and PST. Moreover, the VALUE-based filter ranking differs

considerably at 1.0 and 6.1 atrn. This is one example of the experimental specificity of

filter selection. Notice that the order of the PST-based ranking at both 1.0 and 6.1 atm

decreases with decreasing filter bandwidth (see Table 6.2), except for filter 2. Although
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Table6.3 VALUE- andPST-basedrankof thecandidateexcitationandbroad-band
filtering schemesat 1.0areafor threeexperimentallyfeasiblelevelsof
scatteringtransmissionat thepumpwavelength(ST). Theinitial numberin the
notationrefersto thefilter asdefinedin Table6.2. The subscriptrefersto the
degreeof filtering (n) wheren=0 refersto theunfilteredcondition,n=l refers
to applicationof thebasefilter with noco-filtering,andn_2 refersto useof n-
1mm of UG5co-filtering. The letterrefersto theexcitationschemewhereA
andB referto excitationusingQ2(25.5)andQ2(26.5)excitation,respectively.
HigherVALUE-basedrankindicatesbetterinterferencerejection,while higher
PST-basedrankindicatesgreaterNO-attributablesignallevel.

VALUE-Based Rank, 1.0 Arm

ST 1st 2nd 3rd 4th 5th

1E-07 54]3 1413 4sB 2sB 3sB

1.733 1.502 1.501 1.479 1.402

1E-10 56B 1613 47B 27B 37B

1.817 1.643 1.636 1.619 1.552

1E-13 58B lsB 49B 29B 39B

1.879 1.732 1.723 1.709 1.648

PST-Based Rank, 1.0 Atm

ST 1st 2nd 3rd 4th 5th

1E-07 1,d3 2sB 45B 3sB 54B

0.220 0.198 0.107 0.063 0.043

1E-10 16B 27B 47B 37B 56B

0.135 0.120 0.066 0.037 0.028

1E-13 lsB 29B 49B 39B 58B

0.086 0.076 0.042 0.023 0.019
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Table 6.4 VALUE- and PST-based rank of the candidate excitation and broad-band

faltering schemes at 6.1 atm for three experimentally feasible levels of

scattering transmission at the pump wavelength (ST). The PST-based rank is

also given using the excitation scheme dictated by the VALUE-based rank.
The initial number in the notation refers to the filter as defined in Table 6.2.

The subscript refers to the degree of filtering (n) where n=0 refers to the

unfiltered condition, n=l refers to application of the base filter with no co-

filtering, and n>_2 refers to use of n-1 mm of UG5 co-filtering. The letter refers

to the excitation scheme where A and B refer to excitation using Q2(25.5) and

Qz(26.5) excitation, respectively. Higher VALUE_based rank indicates better

interference rejection, while higher PST-based rank indicates greater NO-

attributable signal level.

VALUE-Based Rank, 6.1 Atm

ST 1st 2nd 3rd 4th 5th

1E-07 54B 25B 45B 3sB 1,B

1.072 1.052 1.048 1.046 1.043

1E-10 5sB 27B 37B 47B 16B

1.084 1.072 1.070 1.062 1.060

1E-13 5sB 29B 39B lsB 49B

1.093 1.069 1.065 1.056 1.056

PST-Based Rank, 6.1 Atm

ST 1st 2nd 3rd 4th 5th

1E-07 14A 25A 4sA 35A 54A

0.230 0.215 0.113 0.069 0.045

1E-10 16A 27A 4-rA 37A 56A
0.138 0.128 0.068 0.040 0.029

1E-13 lsA 29A 49A 39A 5sA

0.086 0.080 0.042 0.024 0.020

PST-Based Rank, 6.1 Atm

with excitation scheme dictated by VALUE

ST 1st 2nd 3rd 4th 5th

1E-07 14B 25B 45B 35B 5,B

0.157 0.148 0.077 0.049 0.027

1E-10 16B 27B 47B 37B 56B

0.089 0.084 0.044 0.027 0.017

1E-13 lsB 29B 49B 39B 5sB

0.053 0.050 0.026 0.016 0.011
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the bandwidth of filter 2 is less than that of filter 4, filter 2 is more top-hat shaped (as

evident from Fig. 6.10) and hence, passes more net signal. Moreover, the PST-based filter

ranking is the same at 1.0 and 6.1 atm.

At 1.0 atm Q2(26.5) excitation (B) produces greater VALUE and PST throughout

the useful degree-of-filtering (i.e., ST) range. This indicates that of the two candidate

excitation schemes, the Q_(26.5) line of NO provides both the best interference rejection

and detection limit. Moreover, since this excitation scheme is universally favorable at this

pressure, the broad-band filtering scheme may be chosen independently of the excitation

scheme.

Filter selection for 1-atm experiments requires a compromise between VALUE and

PST based on the relative importance of interference rejection and detection limit. This is

another example of the experimental specificity of filter selection. Filter 5 provides the

best VALUE (hence, the highest measurement SIR) but the lowest PST (hence, the

highest detection limit). Therefore, filter 5 is not considered to be broadly applicable,

particularly for broad-band LIF measurements of trace NO concentrations. Filter 3 is

rejected based on its having both low VALUE and PST rank. Table 6.3 indicates that

filters 1, 2 and 4 provide equivalent VALUE to less than ~2% at all ST levels. Hence,

filters 1, 2 and 4 provide approximately equivalent interference rejection within the

spectral range of this investigation. Although filter 1 provides the best PST-based rank, it

does not provide good red-end cutoff, making it susceptible to interferences at

wavelengths greater •than that of the _,(0,3) band of NO. Compared to filter 1, filter 2

provides an ~ 15.2 times better red-end cutoff with only ~ 12% loss in PST. Similarly,

filter 4 provides an ~2.6 times better red-end cutoff, but with an ~ 82% loss in PST when

compared to filter 1. Hence, both filters 2 and 4 provide good VALUE and red-end

cutoff, but filter 2 provides significantly better PST. This indicates that in gaseous

combustion environments at 1 atm, the generally optimal excitation/detection scheme for

broad-band LIF measurements of NO is excitation via the Qz(26.5) line and detection

filtering using a two M248V-mirror system and n-1 mm of UG5 CG filter, with the

required ST dictating the value of n based on:Table 6.3.
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Table6.4 indicatesthat,for flamesat 6.1atm,Q2(26.5)excitation(B) produces

greaterVALUE in theSTrangeconsidered,but Q2(25.5)excitation(A) producesgreater

PST. However,rankingthefiltering schemesusingtheoptimumVALUE-based

excitationschemeindicatesthatthePST-basedfilter rank is independentof excitation

schemealthoughthePSTvaluesresultingfrom excitationschemeB are -36% lessthan

thosefor excitationschemeA. Nevertheless,at 6.1atm,only Q_(26.5)excitation

producesVALUE magnitudesgreaterthanunity overtheusefuldegree-of-filteringrange.

Specifically,useof Qz(25.5)excitationexacerbatestheinterferenceproblem. This was

demonstratedfor filter 2 in Fig.6.11andis truefor all othercandidatefilter combinations.

Therefore,wesuggestselectingthe6.1-atmexcitationschemebasedonmaximizingthe

VALUE for aparticularfilter combination.This basisfor selectionof theexcitation

schemeclearlyplacesmoreemphasisoninterferencerejectionthanon thedetectionlimit.

BasedonTables6.3and6.4 it is apparentthatthecandidatefiltering schemesare

lesseffectivein mitigatingtheinterferenceproblemat6.1atmascomparedto 1.0atm.

Specifically,theaverageVALUE magnitudeat6.1atmis -35% lessthanthat at 1.0atm.

Moreover,amongthecandidatefiltering schemes,thereisonly an -3% variationin

VALUE at 6.1atmascomparedto ~18%at 1.0atm. This indicatesthatthemeasurement

SIRisrelativelyinsensitiveto thespecificfiltering schemeusedat6.1atm. Hence,the

6.1-atmfiltering schememaybeselectedbasedprimarily onPSTandred-endcutoff.

FromTable6.4,filter 2 appearsto beanoptimal filter choicesinceit providesbothahigh

PST(only -5.6% lessthanthatfor filter 1)anda goodred-endcutoff. Hence,in gaseous

combustionenvironmentsat6.1atm,thegenerallyoptimalexcitation/detectionschemefor

broad-bandLIF measurementsof NO is excitationvia theQ2(26.5)line anddetection

filtering usingatwoM248V-mirror systemandn-1mm of UG5 CGfilter with the

requiredSTdictatingthevalueof n basedonTable6.4.

In additionto thetwo mirror configurationof filter 2, we alsoinvestigatedoneand

four mirror configurations.TheVALUE magnitudesprovidedby filter 2 in a one,two

andfour mirror configurationwerefoundto beequivalentto within 2%. Moreover,use

of aoneandfour mirror systemprovidedan -6% PSTenhancementandan - 10%PST

degradation,respectively,comparedto thePSTresultsfor filter 2 in Table6.3 (i.e., a two
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mirror configuration).Useof one,two andfour mirrorsfor filter 2 provides

approximately3.2, 15.2and547timesbetterred-endcutoff, respectively,comparedto

thatof UG5(filter 1). Recallthatthesevalueswere 19.6,2.6and68.0for filters 3,4 and

5,respectively.This indicatesthatuseof asinglemirror systemwouldprovideared-end

cutoff similar to thatof filter 4, andafour mirror systemcouldprovideanexcellentred-

endcutoff. We choseatwo mirror configurationfor filter 2 asit providesagood

combinationof PSTandred-endcutoff. In studieswheredetectionlimit is of less

importance,afourmirror configurationfor filter 2 couldbeusedtoprovidea significantly

enhancedred-endcutoff.

6.7 Conclusionson02 Interferences

We haveinvestigatedtheinfluenceof 02 interferencesonnarrow-bandandbroad-

bandLIF measurementsof NO in hightemperatureflamesat 1.0and6.1atm. Basedon

thiswork,wehaveidentifiedoptimalexcitation/detectionschemeswhichminimize02

interferencesfor differentexperimentalandenvironmentalconditions.TheQz(25.5)and

Q2(26.5)linesof NO minimizeinadvertent02 excitationbecausetheyresidein thebroad-

bandregionof theOzhot-bandspectrum.Moreover,theysimplify fluorescencedata

interpretationbecausetheyareuniqueandisolatedlines which have relatively

temperature-insensitive Boltzmann fractions. The optimum excitation/detection scheme

for narrow-band LIF measurements of NO is excitation via the Q2(26.5) line followed by

detection of a 2- to 3-nm portion of the fluorescence spectrum centered on the y(0,1)

band. The broad-band interference signal integrated by this excitation/detection scheme

can be subtracted from the LIF signal as a pressure-specific background.

Our investigation of optimal broad-band LIF filtering techniques emphasizes the

experimental and environmental specificity of excitation and filtering scheme selection.

Interference rejection is both less efficient and less sensitive to the specific broad-band

filtering scheme used at 6.1 atm as compared to that at 1.0 alan. Moreover, optimal

broad-band excitation/filtering schemes will vary depending on the relative importance of

SIR and the magnitude of the measured NO fluorescence signal. Nevertheless, our

analysis suggests generally optimal excitation/filtering schemes for use with broad-band
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LIF NO measurementsin gaseousflamesat 1.0and6.1atm. Forflamesatboth1.0and

6.1atm,thegenerallyoptimalexcitation/detectionschemefor broad-banddetection

measurementsof NO is excitationvia theQ2(26.5)rovibronictransitionanddetection

filtering usingatwo M248V-mirrorsystemandsufficientUG5 CGfilter for low ST.

We foundthatanF250Wwide-bandwidthinterferencetriter with sufficientUG5

co-filteringprovidedinterferencerejectioncomparableto thatof theaboveoptimal

M248V/UG5 systemat both1.0and6.1atm. However,this alternatefilter resultedin an

approximately45% lowerNO-attributablesignalascomparedto theM248V/UG5system.

Hence,anF250W/UG5filteringsystemcouldbeconfidentlyusedtoprovideinterference

rejectionin studiesfor whichthedetectionlimit is of lessimportance.In suchsituations,

theF250W/UG5filtering systemmaybepreferablesinceit iseasierto implement

comparedto theM248V/UG5system.

Becauseall of thecandidatefiltersconsideredhavefinite transmissionbeyondthe

red-endof ourexperimentaldata,thecurrentanalysiscan only be used to suggest

genemUy optimal filtering schemes. However, the filters indicated by our analysis for the

1.0 and 6.1 atm broad-band LIF measurements of NO both have markedly better red-end

cutoffs compared to UGS. Hence, these filters should be a clear improvement over UG5

filtering which has traditionally been used for broad-band LIF measurements of NO (e.g.,

Battles et al., 1994; McMillin et al., 1994; Paul et al., 1989). Future work should be

directed towards generating an experimental database of relevant interferences at different

temperatures and pressures, including the spectral region above 266 nm. With such a

database, our methodology for evaluating broad-band excitation and filtering schemes

could be used to conclusively identify optimum measurement schemes for a broad range of

specific environmental conditions.
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CHAPTER 7

NITRIC OXIDE CONCENTRATION MEASUREMENTS :

PLIF ASSESSMENT AND ENHANCEMENT

PLIF and LSF measurements of NO concentration were made by using the

experimental apparatus and the AIDF burner conditions described in Chapter 5. All

measurements were made in a plane passing through the centerline of the AIDF. The

optimum excitation and detection scheme for NB detection, identified in Chapter 6, was

used for the LSF measurements. The PLIF measurements used excitation via the Q2(26.5)

line of NO followed by detection filtering using an F250W wide-bandwidth interference

filter with 6 mm of UG5 co-filtering. This alternate excitation and detection scheme for

BB detection was used because it was more practical to implement and provided

equivalent interference rejection compared to the optimum BB-detection measurement

scheme identified in Chapter 6. All NO-fluorescence data were reduced, calibrated, and

their uncertainties quantified using the procedures described in Appendices D, E, and F,

respectively.

The LSF measurements of local [NO] relative to the calibration flame temperature,

Na'arr (relative ppm), were determined using (Appendix E)

Nrx r = CF LSF CDLSF , (7.1)

where CF t'sF (ppm/V) is the LSF calibration factor and C_ v (V) is the NO-attributable

signal. The total NO number density, Nr_, v, is related to NT,Rx by
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whereP is theabsolutepressure,T is theabsolutetemperature,Ruis theuniversalgas

constant,Nais Avogadro'snumber,fBis theBoltzmannfractionof the lower laser-

coupledlevelatthe local temperature,andthesubscriptC indicatesparametervaluesin

thecalibrationflame. Thebracketedtermsin Eq.(7.2)correcttherelative[NO]

measurementsof Eq. (7.1)for densityandBoltzmannfractioneffectsdueto thedifferent

conditionsof thecalibrationandtestenvironments(AppendixE). However,thePLIF

measurementshavethe samedependanceonthebracketedtermsof Eq. (7.1)astheLSF

measurements.Hence,thefinal LSFmeasurementsof NO concentrationin relativeppm

werecalculatedusingEq.(7.1).

ThePLIFmeasurementsof local [NO] relativeto thecalibrationflame temperature

andquenchingenvironment,NT_T,RQ(relativeppm),weredeterminedusing(AppendixE)

NT.g,r,RQ = CFeUF Ni2 , (7.3)

where CF PLw(ppm/counts) is the PLIF calibration factor and Ni2 (counts) is the NO-

attributable signal for a given pixel. The image Ni2 results from the image analysis

procedure (Appendix D) and has been corrected for dark and readout noise, laser-induced

interferences, image-to-image irradiance fluctuations, as well as spatial nonuniformities in

the laser-sheet fluence and both the ICCD gain and responsivity. The total NO number

density, Na-._, is related to NT,Rx,RQ by

NTjVD (7.4)

where the first two bracketed terms are the same as described in Eq. (7.2), and the

subscript C is again used to denote parameter values in the calibration environment. The
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thirdbracketedtermin Eq.(7.4)is theratioof linearfluorescenceyields,asdefinedby Eq.

(4.23a),andaccountsfor variationsin theelectronicquenchingratecoefficientbetween

thecalibrationandAIDF environments.Thefinal PLIFmeasurementsof NO

concentrationin relativeppmwerecalculatedusingEq.(7.3).

BasedonEqs.(7.2)and(7.4),it is clearthattheLSFandPLIFmeasurementsof

relative[NO] (i.e.,Na-.R-randNrar.RO,respectively)differ only throughlocal variationsin

theelectronicquenchingratecoefficientrelativeto thecalibrationflame. Hence,the

quantitativenatureof PLIF,aswell astheproposedexperimentally-basedPLIF

enhancementprocedures,canbeaccuratelyassessedvia therelativeNO concentrations

indicatedby Na-a_randNraz_Q.Thus,the[NO] measurementspresentedin thischapter

areonarelativeppmbasis;i.e.,theNO concentrationsarecalculatedusingEq. (7.1) for

theLSF measurementsandEq.(7.3) for thePLIF measurements.TheLSF andPLIF

measurements,thePLIF imageassessment,andtheexperimentally-basedproceduresfor

enhancingthequantitativenatureof PLIF imagingarediscussedin thefollowing sections.

7.1 LSF NO ConcentrationMeasurements

A total of 290LSFmeasurementsof [NO] weremadein theAIDF. Thesepoint

measurementsweremadeat29 radiallocationsin 1-mmincrementsfrom -14mm to

+14mm, andat 10elevationsfrom 3mm to 15mm abovetheburnersurface.Sincethe

outerflame tip of theAIDF was13mm abovetheburnersurface(Section5.7),the largest

elevationcapturedthepost-AIDF-tipregionof the[NO] field. Pyrromethene-580 laser

dye was used to provide a laser fluence of 19.3 rnJ/mmZ'pulse in the probe volume. Based

on Appendix C, this laser fluence was sufficient for saturation of the NO transition. The

LSF measurements were made using Qz(26.5) excitation followed by detection of a 2-nm

range of the fluorescence spectrum centered on the y(0,1) band of NO (Section 5.3.2.2).

Based on the projected entrance-slit size of the monochromator and the focused-beam

thickness, the probe volume was approximately 1-mm long, 68-pm tall, and 213-_m thick.

The NO-fluorescence signal at each point was determined as the average of 400

consecutive single-shot measurements. The detection limit of the LSF measurements was

determined to be -0.6 relative ppm (Section F.2).
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The290LSF pointmeasurementsof [NO] in theAIDF aretabulatedin TableH.1

of AppendixH, andshownin Fig.7.1. Therelativeuncertaintyfor thosedatapointswith

[NO] >20relativeppm is ~22%,whichcorrespondsto asignal-to-noiseratioof -4.5.

ThespecificLSFuncertaintiesfor eachsignallevelareshownin Fig. F.1of AppendixF

andaretabulatedin TableH.1of AppendixH. FromFig. 7.1,it is apparentthatthe[NO]

field abovethefuel-richannularcombustionzone(i.e., - 9 mm _<r _<- 6mm and

6mm _ r _<9 mm)is relativelyflat with anominalmagnitudeof -54 relativeppm. The

measured[NO] dropsoffin theoxidizerjet at heightsy_<9mm andin theargonguard

flow. However,evenat thelowestelevation(i.e.,y=3 mm), theLSFmeasurements

indicatethatsomeNO hasdiffusedinto theoxidizer-jetcenterline.Thissurprisingresult

mayarisefrom theeffectsof spatialintegrationdueto thefinite extentof theprobe

volume. Nevertheless,thisNO diffusioneffectis observedto increasewith increasing

heightabovetheburner. No radialenhancementin [NO] is observedat theseAIDF-front

locations.However,Fig. 7.1 indicatessomeenhancementin NO productionaroundthe

AIDF tip whichextendsfrom 9 mmto 13mm abovetheburnersurface(Section5.7). At

theinneredgeof theAIDF tip (y=9mm), theradial [NO] profile is observedto be

relativelyflat. However,enhancedNO formationis observedwithin theAIDF tip

(y=l 1ram),andis moreprominentattheouteredgeof andjust abovetheAIDF tip

(y=13-15mm). ThisNO formationenhancementat theAIDF tip producesapeak[NO]

of -70 relativeppm. ThisenhancedNO formationis apparentlydueto thecombinationof

hightemperaturesandhighresidencetimesassociatedwith theAIDF tip, andis consistent

with theconclusionsof Chapter2.

7.2 PLIFNO ConcentrationMeasurements

ThePLIF [NO] imagespannedaradialrangeof -15mm to +15mm,andan

elevationrangeof 2.5mm to 16mmabovetheAIDF-burnersurface.Hence,thePLIF

[NO] imagecapturedthepostAIDF-tip regionof the [NO] field. Pyrromethene-580laser

dyewasusedto provideanaveragelaser-sheetfluenceof ~0.04mJ/mmZ-pulse.Basedon

AppendixC, this laserfluencewaswell within therangenecessaryto ensurelinear

fluorescencethroughoutthelasersheet,evenaccountingfor a67%fluctuationin local
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Figure 7.1 LSF measurements of [NO] in the AIDF. The LSF measurements are relative

in terms of temperature; they ha,_e not been corrected for temperature effects

(density and Boltzmann fraction)Clue to the temperature differences between
the test and calibration environments.
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fluenceof thelasersheet.The PLIFmeasurementsweremadeusingQz(26.5)excitation

followed byBB detectionincorporatinga250-W-2Swide-bandinterferencefilter with

6 mm of UG5color-glassfilter (Section5.3.3). Basedon theprojectedpixel sizewith an

- 0.42collection-opticsmagnificationandafocused-sheetthicknessof 400pm,theper-

pixel probevolumewasapproximately56-pmsquareby400-pmthick. ForthePLIF

[NO] imaging,a30-nsgatewasused,theICCD gainwassetto 9.16,and 1800

fluorescenceeventswereintegratedonchip. To reducethedarknoise,theCCD

temperaturewasreducedto -20°C via thethermoelectriccooler. ThePLIF [NO] images

werecorrectedfor darkandreadoutnoise,flame luminosity,laser-inducedbackground

(i.e.,interferences),andlaser-sheetnonuniformity,asdiscussedin SectionsD.2andD.3.

Thedetectionlimit for thePLIF measurementswasdeterminedto be - 1.5relativeppm

(SectionF.3).

ThePLIF imageof [NO] in theAIDF is showninFig. 7.2wherethecolor bar

indicatesthe[NO] in relativeppm. Therelativeuncertaintyfor thosedatapointswith

[NO] >20relativeppmis ~28%,whichcorrespondsto asignal-to-noiseratioof ~3.6.

ThespecificPLIFuncertaintiesfor eachsignallevelareshownin Fig.F.3of AppendixF.

Comparedto the290LSF measurementsof Fig. 7.1,thePLIF imageof Fig7.2represents

133,407individualpoint [NO] measurementsspacedevery~56pm in theimage. The

PLIF imagedisplaysthesamegeneral[NO] distributionastheLSFresultsbutwith ~18

timesbetterspatialresolution.This two-dimensionalimagingcapabilityof PLIF

demonstratesits majoradvantageoverpoint-measurementtechniques.

Thehorizontalstructuresin Fig. 7.2arenotdueto thebulk distributionof the laser

sheet(i.e.,laser-sheetnonuniformities).Theeffectsof suchlaser-sheetnonuniformities

havebeencorrectedfor asdescribedin SectionD.2. Themagnitudeof thefluctuations

associatedwith thehorizontalstructuresin Fig. 7.2 is -20%; this is lessthanboththe

uncertaintyof thePLIFmeasurements(i.e., ~28%asindicatedin AppendixF) andthe

lasersheetnonuniformities(i.e., -67% asindicatedin SectionC.2). Moreover,thespatial

distributionof thesehorizontalstructuresis not spatiallyrepresentativeof thebulk laser-

sheetnonuniformities.We believethatthesestructuresaredueto smallfluctuationsin the

irradianceof thelasersheetthatoccuraboutthebulklaser-sheetnonuniformity



Figure7.2 PLIF [NO] imagein theAIDF. Thecolor barindicatesthe[NO] in relativeppm. ThePLIF
measurementsarerelative in termsof both temperatureandelectronicquenching;theyhavenot been
correctedfor eithertemperature(densityandBoltzmannfraction)or electronicquenchingeffectsdueto
differencesin both thetemperatureandtheelectronicquenchingratecoefficientbetweenthetestand
calibrationenvironments.
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throughoutthePLIF experiment.Thecorrectionsfor laser-sheetnonuniformitywere

implementedby usingtheimagestakenattheendof anexperiment(i.e.,IM12, IM13,

IM14, andIM 15in TableD.1). Hence,thelaser-sheetnonuniformitieswerecharacterized

in thefinal ~20minutesof thetotal 80-minuteexperiment.It is highly likely thatsmall

variationsin thespatialprofile of thelaseroccurredthroughouttheexperimentand

possiblyevenduring theacquisitionof imagesIM 12throughIM15. Suchfluctuations

wouldbeexpectedto produceerrorsin thefinal correctedPLIF image,asobservedby the

spatialstructurein Fig. 7.2. Theinfluenceof theseshot-to-shotandimage-to-image

fluctuationsin thelasersheetcouldbeaccountedfor if suchfluctuationswereactively

monitored(e.g.,with a linearphotodiodearray). Unfortunately,theresourcesnecessary

to activelymonitorthespatialdistributionof the lasersheetwerenotavailableduring

theseexperiments.However,suchmonitoringshouldbeimplementedin futurePLIF

measurements.

From Fig.7.2,it is apparentthatthe[NO] field abovethefuel-richannular

combustionzoneis relativelyflat withanominal magnitude of N48 relative ppm. The

PLIF measured [NO] again drops off radially in the oxidizer jet and in the argon guard

flow, with increasing NO diffusion into the oxidizer-jet centerline with increasing height

above the burner surface. Moreover, although no enhancement in [NO] is observed at the

radial AIDF-front locations, the localized [NO] enhancement near the AIDF tip is obvious.

7.3 PLIF Image Assessment

The quantitative nature of PLIF imaging in the AIDF was experimentally assessed

by comparing the PLIF image of Fig. 7.2 to the 290 LSF point measurements of Fig. 7.1.

To make the comparison, the PLIF image was sampled at locations corresponding to the

spatial locations of the 290 LSF measurements. Moreover, at each sample location in the

image, binning was employed to create a sample region 19-pixels long in the radial

dimension by 1-pixel tall in the axial dimension. This corresponded to an area in the laser

sheet ~ 1.06-mm long by ~56-pm tall, which compares well with the area (l-ram long by

68-pm tail) sampled by the LSF measurements. The program used to sample and bin the

PLIF image at the 290 locations is provided in Appendix G. The binned PLIF data and
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theirassociateduncertaintiesaretabulatedin TableH.2 of AppendixH. Comparisonof

thisbinnedPLIFdatato theLSFdataensuresnobiasingof eitherdatasetdueto different

spatial-samplingareas.

ThebinnedPLIF dataarecomparedwith thecorrespondingLSF point

measurements,onanelevation-specificbasis,in Figs.7.3a,7.3band7.3c. In these

figures,theuncertaintybarsareshownonlyfor theLSF measurements.For reference,at

an[NO] of ~50 relativeppm,for whichtheuncertaintyin theLSF measurementsis -21%

(SectionF.2),theuncertaintyin thePLIFdatais -28% (SectionF.3). Thesefigures

demonstratethatthePLIFandLSF measurementsdisplaythesame[NO] trends

throughouttheAIDF. Moreover,84%of thebinnedPLIF datapointsarewithin the

uncertaintyof theLSF measurements( i.e.,only46of the290PLIF measurementsare

outsidethe6NTaTrangeof theLSFdata). In fact for 99% of thedata,theuncertainty

barsof thebinnedPLIF andLSF dataoverlap(i.e.,theuncertaintybarsdo notoverlapat

only two locations,(y,r), at (3,0)and(4,14)). Theseobservationsdemonstratethatthe

quantitativenatureof thePLIFmeasurementsof [NO] is excellentwhenconsideringthe

harshenvironmentof theAIDF.

Thequantitativenatureof thePLIF imagemaybemorecritically assessedby

evaluatingthedifferencebetweentheLSF andbinnedPLIF data. RecallthatthePLIF and

LSF measurementsof relative[NO] shoulddiffer onlythroughtheinfluenceof the

electronicquenchingratecoefficient.Hence,spatialvariationsin thedifferencebetween

thetwo datasetswill bedueto spatialvariationsin only theelectronicquenchingrate

coefficientplusdatascatterwithin theuncertaintyof eachmeasurement.Figure7.4

showsthespatialvariationin thedifferencebetweentheLSFandbinnedPLIF

measurementsnormalizedby theabsoluteuncertaintyin thecorrespondingLSF

measurement,i.e.,(NT.RT-NTaT.RQ)/fNT.RT.Positive(i.e.,enhanced)andnegative(i.e.,

depressed)valuesof thenormalizeddifferenceindicateanunderpredictionand

overpredictionof the[NO] by thePLIFmeasurements,respectively,relativeto theLSF

measurements.Datain Fig. 7.4for whichtheabsolutevalueof thenormalizeddifference

is lessthanunity indicatesthatthebinnedPLIFmeasurementis within theuncertaintyof
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Figure 7.3a Comparison of the binned data from the PLIF image with the

corresponding LSF point measurements. The PLIF and LSF data are

compared at 29 radial locations and heights y=3 to 6 ram.
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Figure 7.3b Comparison of the binned data from the PLIF image with the

corresponding LSF point measurements. The PLIF and LSF data are

compared at 29 radial locations and heights y=6 to 9 mm.
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Figure 7.3c Comparison of the binned data from the PLIF image with the

corresponding LSF point measurements. The PLIF and LSF data are

compared at 29 radial locations and heights y=9 to 15 mm.
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defined as (NT,RT-NT&T&Q)/6NT.RT, where NT,RT and NT_,T,R Q are the LSF and

PLIF relative [NO] measurements, respectively, and 8NT.RT is the absolute

uncertainty in the LSF measurements.
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thecorrespondingLSFmeasurement.Theresultsin Fig.7.4confirm that84%of the

binnedPLIF datapointsarewithin theuncertaintyof theLSFmeasurements.

Thenormalizeddifferencedataof Fig.7.4displaysignificantscatterattributable

primarily to fluctuationsin theindividualmeasurementswithin their uncertainties.Errors

in thePLIF measurementsdueto theinfluenceof theelectronicquenchingratecoefficient

arerevealedin Fig. 7.4byconsistenttrendsin thenormalizeddifference.The three

consistenttrendsin Fig.7.4are: (1) anominallyuniformbutenhancednormalized

differencewithin thecombustionregion(i.e., - 12mm < r < +12mm), (2) anenhanced

normalizeddifferencewithin theoxidizingjet atthe lowestelevation(i.e.,y=3 m_rn),and

(3)adepressednormalizeddifferenceatthe interfacebetweenthecombustionregionand

theargonguardflow. However,basedonevaluatingtheresultsof five separatePLIF

experiments,theonly consistenttrendin thenormalizeddifferenceassociatedwith theIDF

wasin thecenterof theoxidizingjet atthe lowestelevation( i.e., at (y,r) = (3,0)).

Specifically,aconsistentnormalizeddifference,beyondthatdescribedin (1) above,was

notobservedfor (y,r) = (3,-1)and(y,r) = (3,1). Finally, theasymmetryof thenormalized

differenceattheargon-guardinterfaceis apparentlydueto anasymmetryof this interface

abouttheAIDF centerline.

Figure7.4 indicatesthatthePLIF measurementsnominallyunderpredict[NO] by

~0.64-_iNr.RTwithin theAIDF (i.e., - 12mm < r < +12mm), andtendtowards

overpredictingthe[NO] in theargonguardflow. Thenominallyuniform,enhanced

normalizeddifferencewithin theAIDF indicatesanominallyuniformelectronicquenching

ratecoefficientover therangeof stoichiometriesin theAIDF (0<qb_<1.4)andthroughthe

AIDF-front. Errorsdueto gradientsin theelectronicquenchingratecoefficientare

apparentat thecoolestlocationin theoxidizingjet andat theargonguardflow interface.

Experimentally-basedproceduresto correctthePLIF imagefor theseerrorsarediscussed

in thefollowing sections.

7.4 Experimentally-BasedPLIF EnhancementProcedures

Thequantitativenatureof PLIF imagesmaybeenhancedby correctingfor the

influenceof theelectronicquenchingratecoefficient. Onemethodfor makingsuch
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correctionsis to implementnumerically-basedcorrectionschemes(Paulet al., 1994).

Suchcorrectionschemesrelyonpropermodelingof theelectronicquenchingrate

coefficient,asgenerallydescribedin SectionE.2. ThesenumericaUy-basedcorrection

schemesmaybeimplementedgivensufficientknowledgeof the local temperature,aswell

asthe localnumberdensity(Chenget al., 1992)andquenchingcross-sections(Drakeand

Ratcliffe,1993)of themajorspecies,andusingestablishedmodelingtechniques(Paulet

al., 1993). However,theextensiveexperimentalandnumericalresourcesnecessaryto

implementsuchanumerically-basedcorrectionschemegreatlylimits its applicability.

An alternativemethodto enhancethequantitativenatureof PLIF imagesis to

implementexperimentally-basedcorrectionschemes.Suchcorrectionschemesuse

selective,directly-measuredandhighlyquantitativesecondarymeasurementsasinput to

thePLIF measurement.Specifically,for thePLIF imageof Section7.2,an

experimentally-basedcorrectionschemewoulduseoneor moreLSFpoint measurements

of [NO] to enhancethequantitativenatureof thePLIF image. Implementationof suchan

experimentally-basedcorrectionschemerequiresonly theability to makePLIF andLSF

measurements,whichis asignificantreductionin therequisiteresourcesascomparedto

theabovenumerically-basedcorrectionschemes.Hence,experimentally-basedcorrection

schemesshouldprovideamorebroadlyapplicablemethodfor enhancingthequantitative

natureof PLIF.

Implementationof experimentally-basedenhancementschemesrequiresa

compromisebetweenobtainingtherequisiteimageandtheuncertainty(i.e.,the

quantitativenature)of thefinal measurements.For example,ahighlyquantitativetwo-

dimensionalimagecouldbebuilt uppoint by pointfrom single-pointLSFmeasurements.

In contrast,PLIFprovidesinstantaneoustwo-dimensionaldata,althoughwith higher

uncertainty.Thegoalof theproposedenhancementschemesis to combinethestrengths

of theLSF(quantitativemeasurements)andPLIF (imagingcapability)techniquesto

obtain[NO] images(i.e.,two-dimensional[NO] data)thataresufficientlyquantitativefor

aspecificapplication.Thecompromisebetweenobtainingspatiallyextended

measurementsanduncertaintydictatesthenumberof secondaryLSF inputsto beusedin



186

theexperimentally-basedPLIFenhancementscheme.In general,thenumberof secondary

inputsshouldbeminimizedsoastojust satisfytherelevantuncertaintycriteria.

7.4.1 Single-InputPLIF EnhancementProcedure

The simplestexperimentally-basedcorrectionschemeusesasinglesecondaryLSF

pointmeasurementto enhancethequantitativenatureof aPLIF image. In this scheme,

theentirePLIF imageis scaledbasedononeLSFpoint measurementandanassociated

PLIF measurementatthe locationin theimagecorrespondingto the locationof theLSF

measurement.Specifically,eachpointin the imageis multipliedby

Nxa_T(Ys,rs)/NT_x.RQ(ys,rs),where(ys,r_)is the locationcorrespondingto thesecondaryLSF

pointmeasurement.Clearly,thissingle-input,experimentally-basedcorrectionscheme

cannotcorrectfor errorgradientsin thePLIF image. However,this simpleschemecan

minimize theaverageerrorthroughoutthePLIF image. Hence,theoptimallocation,

(ys,r_),at which to makethesecondaryLSFpoint measurementshouldcorrespondto a

locationin the imagewheretheerrorisequalto theaverageerror.

Theprimary utility of thissingle-inputPLIFenhancementschemeis to correct

PLIF imagesin environmentswith negligibleerrorsdueto gradientsin theelectronic

quenchingratecoefficient,Q_.Implementationof thesingle-inputPLIFenhancement

schemefor fields with Q_gradientsrequiresseparatespatiallyresolvedLSFmeasurements

to determinetheoptimal location,(ys,r_),atwhich to makethe secondaryLSFpoint

measurement.Making suchrequisiteLSFmeasurementsdefeatsthepurposeof the

single-inputPLIFenhancementscheme,whichis to minimizethenumberof secondary

LSFinputs. Moreover,oncesuchextensivespatiallyresolvedLSF measurementsare

made,moreaccurateexperimentally-basedPLIF enhancementschemescouldeasilybe

implemented,asdescribedin Section7.4.2.

In manysituations,it is knownthatQoeffectsproduceagradient-freeerroroffset

throughoutthePLIF image. For instance,Q, gradientshavebeenshownto benegligible

for NO measurementsin premixedflamesovertherange0.6_<_qb__.1.6(Reiseletal., 1993)

andwereshownto besoin Section7.3throughoutthecombustionregionof theAIDF

(i.e., - 12mm < r < +12mm)exceptfor thelowestelevationat theoxidizing-jet
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centerline.In suchgradient-freeenvironments,everypointin the imagefield corresponds

to theoptimumscalinglocation,(ys,rs),sincethenormalizeddifferencesurfacein suchan

environmentis flat to within theuncertaintiesin theindividualmeasurements(asevident

from Fig.7.4). Hence,for aPLIF imagein anenvironmentwith negligibleQegradients,

thesingle-input,experimentally-basedenhancementschememaybeimplementedby

simplychoosingaconvenientlocationfor thesecondaryLSFpoint measurement.

Thesingle-input,experimentally-basedenhancementschemehasbeenimplemented

onthebinneddatafrom thePLIF imageof Fig.7.2by using(ys,rs)= (7,7)asthe

convenientlychosenscalinglocation;i.e.,eachbinnedPLIFdatapointwasmultipliedby

Nr_Z(7,7)/NTa_T.RQ(7,7). Thenormalizeddifferencebetweenthese290 single-input

enhancedPLIFmeasurementsandthecorrespondingLSFmeasurementswascalculatedas

describedin Section7.3. Thebinned-PLIFmeasurementsresultingfrom applicationof the

single-input,experimentally-basedenhancementschemearetabulatedin TableH.3of

AppendixH. Theaverageabsolutevalueof thenormalizeddifferenceovervariousradial

rangesis alsotabulatedin Table7.1,andtheresultingnormalized-differencecurvesare

shownin Fig.7.5. It is clearfrom Fig.7.5thatthesingle-inputenhancementschemehas

shiftedthenominalnormalizeddifferencevaluescloserto zero. Theaverageerrorin the

PLIF imagemaybeassessedbasedontheaverageabsolutevalueof the290normalized-

differencedatapoints. In fact,asindicatedin Table7.1,whereastheabsolutevalueof the

normalizeddifferencefor the290uncorrectedmeasurementsof Fig. 7.4was -0.68, it is

-0.49 for theenhancedmeasurementsof Fig. 7.5. This correspondsto anominal -28%

enhancementin thequantitativenatureof thePLIF imageovertheentireimagefield.

Sincethesingle-inputenhancementschemeis mostapplicablein Qegradient-free

environments,its trueutility shouldbeassessedin thecombustionregionof thePLIF

image(i.e.,- 12mm < r < +12mm). This is alsotheregionof primaryinterestfor

studyingNO formationby IDFs. Moreover;in thisregion,thebinneddatais 99.6%

gradientfree(i.e.,only 1outof 250binnedPLIFmeasurementsdisplayeda consistent

quenchinggradient).Asindicatedin Table_7.1,theabsolutevalueof thenormalized

differencefor thesingle-inputenhancedPLIF measurementsin thisregionis -0.33.

Comparedto thecorresponding-0.65 valuefor theuncorrectedbinnedPLIF
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Table7.1 Averageabsolutevaluesof thenormalizeddifferencein thebinnedPLIFand
LSFmeasurementsovervariousradialrangesin theimagedenvironment.
Averageabsolutevaluesaregivenfor theuncorrected,single-inputenhanced
andmultiple-inputenhancedPLIF datadiscussedin Sections7.3,7.4.1and
7.4.2,respectively.Thenormalizeddifferenceis definedas
(NT,RT-NT,RT,RQ)/SNT,RT , where NT,RT and NT,RT.R Q are the LSF and PLIF

relative [NO] measurements, respectively, and 5NT,RT is the absolute

uncertainty in the LSF measurements.

-14mmto +14 -12ram to +12 -14mm to +12 -14ram to -10

Uncorrected 0.68 0.65 0.67 0.73

Single-input
Enharr.ement 0.49 0.33 0.44 0.98

Multiple-input
F__air_.ement 0.41 0.34 0.34 0.27
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Figure 7.5 Difference in the binned PLIF measurements using the single-input,

experimentally-based enhancement scheme and the LSF data, normalized by

the absolute uncertainty in the corresponding LSF data. The normalized

difference is def'med as (NT,RT-NT&T,RQ)/_iNT_T, where NT& T and NT,Er,R Q are

the LSF and PLIF relative [NO] measurements, respectively, and 6NT_tT is the

absolute uncertainty in the LSF measurements.
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measurementsof Fig. 7.4,thisrepresentsan ~50%enhancementin thequantitativenature

of thePLIF imageoverthespecifiedregionof the[NO] image. Moreover,applicationof

thesingle-inputenhancementscheme,in thespecifiedrange,hasdriventhenumberof

binnedPLIF measurementsoutsidethe6NT.RTrangeof theLSF measurementsfrom 32

(12.8%)in Fig. 7.4to only 8 (3.2%)in Fig.7.5.

Althoughtheabovediscussionindicatesan -50% enhancementin thequantitative

natureof thePLIF imageresultingfrom applicationof thesingle-inputenhancement

scheme,amorequantitativeassessmentmaybeobtainedfor theuncertaintiesin the

resultingenhancedPLIF image. Specifically,theuncertaintyin theenhancedPLIF image

shouldbelimited by thegreaterof eithertheprecisionof thePLIFmeasurementor the

totaluncertaintyin theLSFmeasurement.Theprecisionof thePLIF measurementis the

significantuncertaintyparametersincethedivision by NT.RT,RQ(Ys,rs)duringthesingle-

inputenhancementprocesseffectivelycancelsthepreviousapplicationof CF_w andits

associatedaccuracy.TheresultingintermediatePLIF measurementsarethenrecalibrated

usingthesingle-inputLSFmeasurementviamultiplicationby NT,RT(Ys,rs)• Hence,asthe

LSFmeasurementis usedasaneffectivecalibrationstandard,its totaluncertaintyis of

significance.Basedon theanalysisof AppendixF, thenominalprecisionof thePLIF

measurementsis N18%andthenominaluncertaintyin theLSFmeasurementsis -21%.

This indicatesthatthesingle-inputenhancedPLIF imageis limitedby theuncertaintyin

theLSFmeasurementsandshouldbequantitative,overthespecifiedrange,to within

-21% based on a 95% confidence interval. The normalized differences for the single-

input enhanced PLIF image in Fig. 7.5 support this conclusion as 96.8% of the 250

measurements in the combustion region are within the uncertainty of the LSF

measurement. This demonstrates that in an environment that is relatively free of Qe

gradients, the single-input enhancement scheme produces PLIF images that are nominally

as quantitative as a single LSF point measurement. This profound enhancement in the

quantitative nature of PLIF imaging of [NO] was achieved through use of only a single

secondary LSF point measurement.
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7.4.2 Multiple-InputPLIFEnhancementProcedure

A moreinvolvedexperimentally-basedcorrectionschemeusesmultiplesecondary

LSFpoint measurementsto correcterrorsin aPLIF imagedueto gradientsin the

electronicquenchingratecoefficient.Throughuseof multiplesecondaryinputs,the

quantitativenatureof suchaPLIF imagemaybeenhancedbeyondthatachievablevia

single-inputcorrectionschemes.Themultiple-inputPLIF correctionschemeusesmultiple

LSF measurements,of suitabledensityalongtheQegradients,to properly correctthe

PLIF image. Often,sucherrorgradientsareapproximatelyspatiallyconstantoversome

finite regionof theimage(i.e., overadistancenormalto thedirectionof thegradient). In

suchasituation,asinglearrayof LSF measurementscanbeapplied,overthe

correspondingfinite rangeof the image,tocorrectfor theerrorsresultingfrom theQe

gradients.Hence,thenumberof secondaryinputsusedfor implementationof amultiple-

inputPLIFenhancementschemecanbeminimizedby : (1)minimizingthenumberof LSF

measurementsusedto resolvea Qegradient,and(2) applyingasingleLSFarrayovera

finite regionof theimageto nominallycorrectfor theerrorgradientsin thatregion.

Themultiple-input,experimentally-basedenhancementschemehasbeen

implementedonthebinneddatafrom thePLIF imageof Fig.7.2. FromFig. 7.4,it is

apparentthat thePLIF imagehasaerrorgradientin therange-14mm ___r _<-10mm that

is nominallyuniformovertheentireelevationrangeof theimage.TheLSF andbinned

PLIFmeasurementsatagivenelevationmaybeusedto definethisgradient(whichis in

theradialdirection). Moreover,sincethegradientisnominallyuniformwith elevation,the

error-gradientcorrectiondefinedby theLSF andPLIFmeasurementsata givenelevation

maybeusedtocorrectthecorrespondinggradientsatall otherelevationsin the image.

To demonstratethemultiple-inputcorrectionscheme,thedataaty=7 mm was

usedto definetheerrorgradient.Themultiple-inputcorrectionwasimplementedby

applyingaradial-location-specificcorrectionto thebinnedimagedata. Specifically,each

binnedmeasurement,NT_-r,RQ(y,r),wasmultipliedby NT.RT(7,r)/Na-a_T.RQ(7,r).Similarly,to

correcttheentireimage,acurvecouldbe fit to theNT.Ra-(7,r)/NT_a-RQ(7,r)dataandthe

resultingcorrectioncurvecouldthenbeappliedonaradial-location-specificbasisto the

full 133,407pixelsof thePLIF image. Moreover,althoughtheerrorgradientsmaybe
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uniform with elevation,extensiveLSFdatashouldbeusedonceavailable. In otherwords,

optimumenhancementof thefull PLIF imagewould implementthemultiple-input

enhancementschemeusingall 290LSF pointmeasurements.In this process,a givenerror

gradientcorrection, NT.RT(yj,r)/NTa_T.RQ(yj,r),wouldbeappliedoveranelevationrangein

theimagecorrespondingto (Yj-I+ (YFYj-0/2)< Y< (Yj+ (Yj+I-Yj)/2);possibly,some

matchingrule couldbeimplemented,via weightingfactors,to matchtheerror-gradient

correctionat thevariousinterfaces(e.g.,at Yj-x+ (YFYj-1)/2)• Nevertheless, use of a single

error-gradient correction over the entire image can be used to demonstrate the utility of

multiple-input, experimentally-based enhancement procedures. Such a procedure also

demonstrates image enhancement with a limited number of secondary LSF inputs. Further

minimization of the number of secondary LSF inputs necessary for the experimentally-

based enhancement procedure is demonstrated in the following section.

The normalized difference between the 290 multiple-input enhanced PLIF

measurements and the corresponding LSF measurements was calculated as described in

Section 7.3. The binned-PLIF measurements resulting from application of the multiple-

input, experimentally-based enhancement scheme are tabulated in Table H.4 of Appendix

H. Moreover, the average absolute value of the normalized difference over various radial

ranges is tabulated in Table 7.1 and the resulting normalized difference curves are shown

in Fig. 7.6. Comparing Figs. 7.4 and 7.6, it is apparent that the multiple-input correction

scheme is quite effective in mitigating the error gradient in the range

- 14 mm _<r _<- 10 ram. Specifically, the error gradient in this range of the multiple-input,

corrected measurements has collapsed to within the uncertainty of the LSF measurements.

Moreover, the normalized error throughout the image has shifted closer to zero as

compared to the uncorrected results of Fig. 7.4. The correction scheme is not as effective

in the range 10 mm _<r _< 14 mm since the error gradients in this region of the image are

not nominally uniform over the range of elevations investigated. Nevertheless, based on

Table 7.1, the multiple-input correction scheme provides an -40% enhancement in the

quantitative nature of the PLIF measurements over the entire range of the image as

compared to the uncorrected measurements. Moreover, application of the multiple-input

enhancement scheme has driven the number of binned PLIF measurements outside the
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Figure 7.6 Difference in the binned PLIF measurements using the multiple-input,

experimentally-based enhancement scheme and the LSF data, normalized by

the absolute uncertainty in the corresponding LSF data. The normalized

difference is defined as (NT,Rr-NTa_T,RQ)/6NT.RT, where Nr_ T and NT_T_ Q are

the LSF and PLIF relative [NO] measurements, respectively, and 6NT.RT is the

absolute uncertainty in the LSF measurements.



194

6NT.RT range of the LSF measurement from 46 (15.8%) in Fig. 7.4 and 31 (10.7%) in Fig.

7.5, to 20 (6.9%) in Fig. 7.6. This demonstrates the enhanced benefit of the multiple-input

correction scheme over the single-input correction scheme.

Based on the way the multiple-input correction scheme was implemented to arrive

at the data of Fig. 7.6 (i.e., using a single elevation to characterize the error gradients at all

elevations of the image), its true utility should be assessed by neglecting the error

gradients at the positive radial locations. The error gradients at the positive radial

locations could be mitigated by implementing the multiple-point correction scheme over

several distinct elevation ranges in the imaged environment, as discussed earlier. Based on

Table 7.1, the multiple-input correction scheme used provides -50% enhancement in the

quantitative nature of PLIF over the range - 14 mm _<r _<+12 mm (i.e., the full range less

the error gradients at the positive radial locations). Moreover, in this radial range, the

number of multiple-input enhanced PLIF measurements outside the 6NT.RT range of the

LSF measurement has been reduced from 41 (15.2%) in Fig. 7.4, to only 10 (3.7%) in Fig.

7.6. The effectiveness of the multiple-input correction scheme is even more pronounced

in the immediate region of the error gradients (i.e., - 14 mm _<r _<-10 mm). In this range,

based on Table 7.1, the multiple-input correction scheme provides an -63% enhancement

to the quantitative nature of the PLIF measurements.

The uncertainty in the multiple-input corrected PLIF measurement should be

limited by either the total uncertainty in the LSF measurements or the precision of the

PLIF measurements, as discussed in Section 7.4.1. The enhanced PLIF image is again

limited by the uncertainty in the LSF measurements. Over the range

- 14 mm _<r _<+12 mm, the multiple-input enhanced PLIF image should be quantitative to

within -21% based on a 95% confidence interval. This conclusion is supported by the

data in Fig. 7.6 as, in the specified range, 96.3% of the 270 measurements are within the

uncertainty of the LSF measurements. As discussed earlier, for images with nonuniform

error gradients, the multiple-input enhancement scheme could be implemented over

several distinct regions of the image. Nevertheless, these results demonstrate that in

environments with Qe gradients, the multiple-input enhancement scheme is capable of
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producingPLIF imagesthatarenominallyasquantitativeasasingleLSFpoint

measurement.

7.4.3 PLIF EnhancementProcedureImplementation

Thenumberof secondaryLSFmeasurementsrequiredfor confident

implementationof anexperimentally-basedPLIFenhancementprocedureis directly

relatedto thequantityof existingknowledgeconcerningthetestenvironment.As

mentionedearlier,theabsoluteminimumnumberof LSF measurementsis requiredfor

implementationof asingle-inputenhancementschemefor PLIFmeasurementsin

environmentswith negligibleQegradients.However,thisrequiresa ratherextensive

understandingof thetestenvironment.It is morelikely to expectthat(1) little to no

knowledgeof thetestenvironmentexists,or (2) someknowledgeexistsof a test

environment which has regions both with and without Qe gradients. Implementation of

experimentally-based enhancement procedures in such general circumstances is discussed

in this section. Moreover, a minimal-input, experimentally-based enhancement procedure

is discussed, which uses a minimum number of secondary LSF data for our PLIF

measurements of [NO] in the AIDF.

The most involved implementation of an experimentally-based PLIF enhancement

procedure would occur for measurements in a test environment concerning which little to

no a-priori knowledge exists. In such a general situation, Qe-induced error gradients

would be assumed to exist, and one would anticipate using a multiple-input PLIF

enhancement procedure. Hence, sufficient secondary LSF measurements would be

required to characterize the PLIF error field (i.e., identify regions of constant and varying

Q_), resolve any error gradients, and assess the range of applicability of any error-gradient

correction in a direction normal to the error gradient. Such a worst-case scenario is likely

to require several hundred secondary LSF measurements for this error-field

characterization. In fact, error-field characterization may require more secondary LSF

measurements than are ultimately required for implementation of an experimentally-based

enhancement procedure. For example, in thecurrent study of NO formation in an AIDF,

although 290 LSF measurements were used in conjunction with the PLIF image to
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characterize the error-field, fewer secondary measurements were required to produce an

enhanced PLIF image with an acceptable quantitative nature.

Implementation of experimentally-based enhancement procedures in

uncharacterized environments requires many secondary LSF measurements. Moreover,

even in well-characterized environments, implementation of a multiple-input enhancement

scheme may require extensive secondary measurements in order to characterize and

correct for error gradients. Once such extensive quantitative LSF data is available, an

image could be generated by interpolation using only the LSF data. However, confidence

in such results would not be as high as for results from a multiple-input enhanced PLIF

image. This is because [NO] gradients are not equivalent to Q, gradients. This statement

is clear from comparing Figs. 7.1 and 7.4 in the region of the oxidizing jet above y=3 mm.

Moreover, as evident from Eq. (4.24), the sensitivity of PLIF to [NO] and to the

electronic quenching rate coefficient is not the same; specifically, PLIF is less sensitive to

Q, gradients. Hence, the data density necessary to resolve Q_ gradients is less than that

required to resolve [NO] gradients. This conclusion indicates that it is more

experimentally efficient to use the combination of a PLIF image to provide spatial

resolution and arrays of LSF point measurements to correct for the inherent error

gradients than to map the entire environment with LSF point measurements of sufficient

spatial density to produce results of comparable confidence. In other words, multiple-

input, experimentally-based enhancement procedures provide the most experimentally

efficient means of obtaining imaging data of specified confidence in environments with

gradients in the electronic quenching rate coefficient.

The number of secondary measurements required for confident implementation of

an experimentally-based PLIF enhancement procedure can be significantly reduced via use

of existing knowledge concerning the test environment. Such knowledge generally comes

from previous studies of environments related to the test environment. This approach can

be used to identify image regions over which error gradients are negligible, and hence,

image regions over which a single-input enhancement procedure is applicable. Moreover,

this information can identify image regions likely to exhibit error gradients, and regions

over which error gradients are nominally uniform. For example, the AIDF study indicated
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that the PLIF image exhibits (1) a nominally uniform Qe-induced error over the

equivalence ratio range 0<qb_< 1.4 and through the flame front, (2) no observable error

gradient at the air/combustion interface, (3) strong error gradients at the

guard/combustion interface, and (4) a nominally uniform error gradient in the axial

direction. These observations now become existing knowledge which are expected to be

observed in future investigations of similar AIDFs.

To demonstrate the use of existing knowledge in augmenting the application of

experimentally-based PLIF enhancement procedures, a minimal-input, experimentally-

based enhancement procedure was implemented assuming the AIDF observations

discussed above to be existing knowledge. Since the AIDF should be radially symmetric,

only the range -14 mm_<r_<0 mm is considered. Based on "existing knowledge", it is

known that an approximately constant error exists throughout the range of combustion,

and an error gradient, which is uniform over the range of elevations observed, exists at the

guard/combustion interface. Hence, a single-input enhancement procedure is applicable in

the body of the AIDF; specifically, each point in the PLIF image, NTa_T.RQ(y,r), in the range

-11 mm _<r _<0 mm is multiplied by NT,RT(ys,rs)/NT.RT,RQ(ys,rs), where (ys,rs)=(7,-11). To

correct for the error gradient at the guard/combustion interface, a multiple-input

enhancement procedure is applied in this region; specifically, each point in the PLIF image,

NTaT_Q(y,r), in the range - 14 mm _<r _<- 12 mm is multiplied by NT.RT(7,r)/NTa_T,RQ(7,r).

Hence, this minimal-input, experimentally-based PLIF enhancement procedure uses a total

of only four secondary LSF point measurements.

The binned-PLIF measurements resulting from application of this minimal-input,

experimentally-based enhancement procedure are tabulated in Table H.5 of Appendix H.

The normalized difference between the 150 PLIF measurements enhanced via the minimal-

input procedure and the corresponding LSF measurements was calculated as described in

Section 7.3, and the resulting normalized difference curves are shown in Fig. 7.7.

Moreover, the average absolute value of the normalized difference for the uncorrected and

various enhanced PLIF measurements over various radial ranges is tabulated in Table 7.2.

From Fig. 7.7, it is clear that the minimal-input enhancement procedure is effective in

correcting for both the uniform error and error gradients in the PLIF image. In fact, only
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Figure 7.7 Difference in the binned PLIF measurements using the minimal-input,

experimentally-based enhancement scheme and the LSF data, normafized by

the absolute uncertainty in the corresponding LSF data. The normalized

difference is defined as (Nw,_r-NT,RT_Q)/6Na- RT, where Nr. m- and NT.m'.RQ are

the LSF and PLIF relative [NO] measurements, respectively, and 6NT,Rr is the

absolute uncertainty in the LSF measurements.
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Table 7.2 Average absolute values of the normalized difference in the binned PLIF and

LSF measurements over various radial ranges in the imaged environment.

Average absolute values are given for the uncorrected, single-input enhanced,

and multiple-input and minimal-input enhanced PLIF data discussed in Sections

7.3, 7.4.1, 7.4.2 and 7.4.3, respectively. The normalized difference is defined

as (NT,RT-NT&T,RQ)/SNT,RT, where NT,RT and NT,RT,R Q are the LSF and PLIF

relative [NO] measurements, respectively, and 6N-c,Ra-is the absolute

uncertainty in the LSF measurements.

0 mm to -14 mm 0 nma to -11 mm -11 mm to -14

Uncorrected 0.67 0.63 0.76

Single-input
Enhancement 0.57 0.36 1.14

Multiple-inpul
Enhancement 0.36 0.39 0.25

Minimal-input
Enhancement 0.31 0.33 0.25
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2% of the PLIF measurements enhanced via the minimal-input procedure are outside the

6Nr.Rx range of the LSF measurements. From Table 7.2, it is clear that the minimal-input

procedure provides -54% enhancement in the PLIF measurements, and that it is just as

effective as the multiple-input procedure described in Section 7.4.2 which used 29

secondary LSF measurements. Notice that in the range - 11 mm _<r _<0 mm, the only

difference between the minimal-input and the single-input enhancement procedures is the

selection of the scaling point, (ys,rs). In fact, the enhancement in the average absolute

normalized difference in this range for the minimal-input scheme, 0.33, as compared to

that for the single-input scheme, 0.36, is fortuitous; the only difference in these results

arise from the uncertainty in the LSF measurements. Similarly, in the range

- 14 mm _<r _<_0 mm, the enhanced PLIF measurements resulting from the minimal-input

and multiple-input procedures are equivalent to within the uncertainty of the LSF

measurements (and hence to within the uncertainty of the enhanced PLIF measurements as

discussed in the previous sections), despite the apparent enhancement for the minimal-

input procedure indicated in Table 7.2. As discussed in the previous sections and

supported by Fig. 7.7, the uncertainty in the PLIF measurements enhanced by the minimal-

input, experimentally-based procedure is limited by that of the LSF measurements. Hence,

the number of secondary LSF measurements required to confidently implement an

experimentally-based PLIF enhancement procedure, may be minimized by using existing

knowledge to tailor the enhancement procedure to the specific test environment.

Moreover, the minimal-input enhancement procedure produces PLIF images that are just

as quantitative as more extensive multiple-input enhancement procedures, but through the

use of much fewer secondary LSF measurements.

7.4.4 PLIF Enhancement Conclusions

We have proposed and evaluated experimentally-based correction schemes for

enhancing the quantitative nature of PLIF. These enhancement schemes are based on

providing secondary inputs to the PLIF image from LSF point measurements. The single-

input enhancement procedure uses a single LSF point measurement to enhance PLIF

images of [NO] in environments with negligible gradients in the electronic quenching rate
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coefficient.Alternatively,themultiple-inputenhancementprocedurecorrectserrorsin

PLIF imagesof [NO] dueto Qegradients.Oftenit is knownapriori thattheQ,gradients

in aparticularenvironmentarenegligible.In suchinstances,thesingle-inputPLIF

enhancementschemeis appropriateandthelocationat whichto makethesinglesecondary

LSFpoint measurementmaybeselectedatconvenience.Multiple-inputenhancement

proceduresrequiremoresecondaryinputsto characterizeandcorrectPLIF imagesfor

errorsdueto Q_gradients.However,thenumberof secondaryLSFinputsrequiredfor a

specifictestenvironmentmaybeminimizedby incorporatingall existingknowledgeof

thatenvironmentinto thedesignof theexperimentally-basedenhancementprocedure.

Nevertheless,thesingle-inputandmultiple-input,experimentally-basedenhancement

schemesprovidethemostexperimentallyefficientmeansof obtainingconcentration

imageswith a specifieduncertaintyin generalcombustionenvironments.Moreover,

experimentally-basedenhancementschemesaretheonly strategiescurrentlyapplicableto

PLIF studiesof thosespecies(e.g.,radicals)for which insufficientdataareavailableto

implementnumerically-basedenhancementprocedures.Finally,wehavedemonstrated

thatsuchexperimentally-basedenhancementproceduresarecapableof providingPLIF

[NO] imagesthatarenominallyasquantitativeasasingleLSFpoint measurement.
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CHAPTER8

CONCLUSIONSAND RECOMMENDATIONS

8.1 Conclusions

Thequantitativenatureof PLIFmeasurementsof [NO] hasbeenexperimentally

assessedin anatmospheric-pressureinversediffusionflame. Experimentalassessmentwas

basedoncomparisonto aseparatearrayof point LSFmeasurementsof [NO]. In addition,

experimentally-basedcorrectionprocedures,for enhancingthequantitativenatureof PLIF

imagesof [NO], havebeenproposedandevaluated.Theseexperimentally-based

procedurescorrectPLIF imagesof [NO] for errorsdueto variationsin theelectronic

quenchingratecoefficient,andarebasedonprovidingthePLIF imagewith oneormore

secondaryinputsfrom separateLSF pointmeasurementsof [NO]. Suchexperimentally-

basedPLIFenhancementproceduresshouldbemorebroadlyapplicable,comparedto

numerically-basedcorrectionprocedures,dueto thefewerresourcesnecessaryfor their

implementation.Moreover,it wasdeterminedthatapplicationof theexperimentally-based

PLIFenhancementproceduresproducesimagesof [NO] whicharenominallyas

quantitativeasasingleLSF pointmeasurement.Theresultof this work is amorebroadly

applicableandquantitativePLIFdiagnostic.

To generallyassessNO formationby IDFs,achemiluminescent-basedstudywas

performedof NO formationin a staged-aircombustor.Thestaged-aircombustorcreates

IDFswhensecondaryair is injectedinto thepost-flamezoneof aprimary fuel-richregion.

Thisparametricstudyinvestigatedtheinfluenceof secondaryair injectionparameterson

NO formationin theprocessof driving fuel-richcombustionto overallfuel leanvia air

injection. In thetransitionfrom fuel-richto fuel-leancombustion,weobservedastrong

relationshipbetweentheNO emissionindexandthedegreeof mixing betweenthe
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secondary air and primary combustion products. In this transition region, the degree of

mixing was strongly influenced by the secondary air injection parameters. However, at the

most fuel-lean stoichiometry, the NO emission index was found to be independent of these

injection parameters. This indicates that at this most fuel-lean stoichiometry, the NO is

predominantly formed in the IDF-tip regions.

In the process of developing the theory for the PLIF and LSF measurements, a

novel formulation of the overlap fraction was developed. The overlap fraction is used in

fluorescence theory to account for the spectrally distributed interaction between laser

radiation and molecular transitions. The overlap fraction is defined as the spectral integral

of the product of the spectral distribution functions of the laser and the absorption

transition. The unique form of the overlap fraction results from use of laser temporal and

spectral distribution functions that are normalized to their FWHM rather than unity as in

the previous literature. This form of normalizing the laser distribution functions was

dictated by modeling the laser spectral irradiance so that it can be determined from

physically measurable parameters. Use of such laser distribution functions produces a

dimensionless overlap fraction, which in turn simplifies the fluorescence theory. However,

the more profound result is that such modeling produces an overlap fraction which has a

very clear and practical interpretation; in comparison, the traditional overlap fraction has a

vague physical meaning. Specifically, the new overlap fraction represents the ratio of the

total photon absorption rate in the actual broadened system to that which would exist in

the limit of a monochromatic laser interacting resonantly with a monochromatic absorption

line. Since calculation of the total photon absorption rate in the monochromatic limit is

relatively straightforward, the novel overlap fraction provides a means of relating this

unrealistic but simple calculation to actual excitation processes.

A detailed study was performed to identify optimum excitation and detection

schemes which minimize the influence of interferences on fluorescence-based

measurements when using NB- and BB-detecfion. This study specifically addressed the

interference potential from the Schumann-Runge system of 02, which has both distinct and

many-lined spectral features throughout the spectral region used in both excitation and

detection for fluorescence-based measurements of NO. However, the study and analysis
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also included potential interferences from Rayleigh scattering as well as Oz, N2, and H20

Raman scattering. Uncooled fuel-lean flames were used for this study, as such flames

maximize the potential for producing Oz interferences. Excitation and detection scans in

nitrogen- and argon-diluted flames were used to identify potential interferences.

For NB-detection experiments, the optimum excitation/detection scheme was

determined to be Q2(26.5) excitation followed by detection over a 2 to 3-nm range

spectraUy centered on the y(0,1) band of NO. Figure-of-merit assessment parameters

were developed to assess the effectiveness of candidate BB-ffltering schemes on

interference elimination. These assessment parameters were determined from numerical

integration of the experimentally-obtained detection scans in nitrogen- and argon-diluted

flames. This analysis demonstrated that BB filter selection requires a compromise

between interference rejection and measurement SNR. Based on such a compromise, the

generally optimal excitation/detection scheme for BB detection measurements of NO, at

both 1.0 and 6.1 atm, is excitation via the Q2(26.5) rovibronic transition and detection

filtering using a two M248V-mirror system and sufficient UG5 CG filter to provide the

required Rayleigh scattering rejection. An alternate filtering scheme for both 1.0- and 6.1-

atm experiments is a 250-W-2S wide-bandwidth interference filter with sufficient UG5

cofiltering for low ST. Although this alternate filtering scheme results in lower NO-

attributable signal, it provides comparable interference rejection and is much easier to

implement compared to the optimum filtering scheme discussed above. In addition to

identifying optimal excitation and detection schemes for NB and BB detection

experiments, this work established a methodology for quantitatively evaluating candidate

BB filtering and excitation schemes.

To perform the experimental assessment of the quantitative nature of PLIF, a

separate PLIF/LSF diagnostics facility was developed. This facility provides the ability to

make simultaneous or separate point and planar fluorescence-based measurements in

atmospheric flame environments. The facility incorporates a broad-band, detection-based

overlap reference system which is used to monitor and optimize the overlap fraction

between the laser radiation and the NO absorption transition. The extensive rotameter-

based gas control system is capable of delivering up to ten different gases to support a
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varietyof testburners.Two PCsareusedto coordinateandstorepoint andimaging

measurements;aSparcstationconnectedto onePCvia Ethernetis usedfor image

reductionandevaluation.

To eliminatedifficulties notassociatedwith assessingthequantitativenatureof

PLIF,auniqueaxial inverse-diffusion-flameburnerwasdesignedandfabricated.The

AIDF burnerisolatesa singleaxial IDF centeredwithin anannularfuel-richpremixed

combustionzone. TheAIDF burner also incorporates an argon guard flow to isolate the

AIDF from room air. This burner produces very stable and safe flames, and is useful for

investigations of IDFs, normal diffusion flames and partiaUy-premixed diffusion flames.

To increase the energy in the UV laser pulse, the optimum operating parameters

for two research-grade dyes were developed. These dyes are pyrromethene 580 and

pyrromethene 597. The oscillator and amplifier concentrations which produce the

maximum conversion efficiency, as well as the spectral tuning curves for use of these two

dyes were determined for a commercial Nd:YAG-pumped dye-laser system. These new

dyes provide higher conversion efficiencies and broader tuning curves compared to

Rhodamine 590 and 610. Moreover, they provide better conversion efficiency (and hence

greater UV energy output) at the wavelengths necessary for NO excitation in the y(0,0)

band.

The quantitative nature of PLIF images of [NO] in the AIDF burner was assessed

relative to 290 LSF measurements of [NO] taken throughout the imaged environment. To

make the comparison between the two measurements, the PLIF image was sampled at

locations and areas corresponding to the 290 LSF measurements. These results

demonstrate that the PLIF and LSF measurements indicate the same general [NO] trends

throughout the AIDF, including enhanced NO formation at the IDF tip. Moreover, 84%

of the binned PLIF measurements were within the uncertainty of the LSF measurements.

By calculating the normalized difference between the two data sets, it was determined that

the PLIF measurements nominally underpredict the [NO] by ~0.646N-r_-r over the region

undergoing combustion, where 6Nr,Rr is the absolute uncertainty in the LSF

measurements of [NO]. This indicates that the electronic quenching rate coefficient is

nominally uniform over the equivalence-ratio range studied with the AIDF and through the
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AIDF front. In contrast,thePLIFmeasurementsnominallyoverpredictthe[NO] in the

argonguarddueto stronggradientsin theelectronicquenchingratecoefficientatthe

argon-guard/combustioninterface.

Two experimentally-basedcorrectionproceduresfor enhancingthequantitative

natureof PLIF wereproposedandevaluated.Thesingle-inputenhancementschemeuses

a singlesecondaryLSF pointmeasurement,andis mostapplicablein environmentswith

negligiblegradientsin theelectronicquenchingratecoefficient. It is oftenknownapriori

thatvariationsin theelectronicquenchingratecoefficientof atestenvironmentare

negligible. In suchinstances,thesingle-inputenhancementschemeis themethodof

choice. For suchenvironments,theoptimumlocationatwhich to makethesingle

secondaryLSF measurementmaybechosenatconvenience.Themultiple-input

enhancementschemesusemultiplesecondaryLSFpointmeasurementsto correctfor the

errorsin aPLIF imagedueto gradientsin theelectronicquenchingratecoefficient.

Multiple-inputenhancementschemesrequiresufficientsecondaryLSFmeasurementsto

resolvetheerrorgradientsandto determinetherangein the imageoverwhich such

gradientsarenominallyconstant.In situationsweresufficientknowledgeof atest

environmentexist,thisknowledgecanbeusedto developaminimal-inputenhancement

procedurewhich is tailoredto thatspecificenvironment.Sucha minimal-input

enhancementschememinimizesthenumberof secondaryLSFinputsviaselective

applicationof thesingle-andmultiple-inputenhancementproceduresin specificregionsof

the image.

Thesingle-input,experimentally-basedenhancementprocedurewasimplemented

usingthebinnedPLIF data,andits effectivenesswasevaluatedover therangein the

imagewherethegradientsin theelectronicquenchingratecoefficientwerenegligible. In

thisrange,thesingle-inputenhancementschemeprovidedanenhancementof

approximately50%in thequantitativenatureof thePL_ measurementsrelativeto the

uncorrectedPLIF results. Moreover,thedataindicatesthat,in thisrange,the single-input

enhancedPLIF imageis asquantitativeasasingleLSF pointmeasurementwith greater

than95%confidence.Thisprofoundenhancementin thequantitativenatureof thePLIF

imagewasachievedvia useof a singleLSFpointmeasurement.
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Themultiple-input,experimentally-basedenhancementprocedurewas

implementedusingthebinnedPLIF dataandasingleelevationto characterizetheerror

gradientsattheargon-guard/combustioninterfaceat thenegativeradiallocationsandfor

all remainingelevations.This form of applicationof themultiple-inputenhancement

schemeis applicableto fieldswith spatiallyconstanterrorgradients.Overthisrangeof

the image,themultiple-inputenhancementschemeprovidedanenhancementof

approximately50%in thequantitativenatureof thePLIFmeasurementsrelativeto the

uncorrectedresults.Moreover,thedataindicatesthat,in environmentswith gradientsin

theelectronicquenchingratecoefficient,themultiple-inputenhancementprocedurecan

producePLIF concentrationimagesthatarejust asquantitativeasa singleLSF point

measurementwithgreaterthan95%confidence.Althoughthisenhancementscheme

requiredmoresecondaryLSFinputscomparedto thesingle-inputenhancementscheme,it

producedthesameenhancementbut overarangein theimagewhich includedgradientsin

theelectronicquenchingratecoefficient.

A minimal-inputprocedurewasimplementedusingthebinnedPLIF datato

demonstratetheutility of existingknowledgein designingexperimentally-based

enhancementprocedures.Theminimal-inputprocedureusedamultiple-inputschemein

theregionof theerrorgradientsandasingle-inputschemewithin thecombustionregion.

Thisminimal-inputprocedurewasjust aseffectivein enhancingthequantitativenatureof

thePLIF imageascomparedto themultipleqnput,but required-73% fewersecondary

inputs.

Theproposedexperimentally-basedproceduresfor enhancingthequantitative

natureof PLIF imagescombinethestrengthsof thePLIFandLSF measurement

techniquesto producespatiaUyresolvedmeasurementsof highaccuracy.Specifically,the

PLIF measurementsareusedto providetherequisitespatialresolution,andtheLSF

measurementsareusedto calibrateandcorrectthePLIF imagefor errorsarisingfrom the

effectsof theelectronicquenchingratecoefficient. Combiningthestrengthsof thetwo

measurements,via theexperimentally-basedcorrectionprocedures,providesthemost

experimentallyefficientmeansof obtainingspatiallyresolvedconcentrationmeasurements

within a specifieduncertainty.Throughuseof eitherthesingle-inputor multiple-input
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enhancementschemes,respectively,thisexperimentalefficiencyis achievablein general

environmentswith constantand/orvaryingelectronicquenchingratecoefficients.These

experimentalenhancementproceduresalsoproduceenhancedPLIF [NO] imagesthat are

nominallyasquantitativeasasingleLSFpoint measurement.Moreover,these

experimentalenhancementprocedurescanbeappliedto otherradicalspeciesfor whichno

experimentaldataareavailablewith whichto implementnumerically-basedPLIF

enhancementprocedures.

8.2 Recommendations

Thereareseveralrecommendationswhichwould improvethereliability andSNR

of boththeLSF andPLIFexperiments.Bothmeasurementswouldbeenhancedby an

improvedORSincorporatinganetalonandalinearphotodiodearmy. This wouldprovide

morereliable tuningandmonitoringof theoverlapfraction throughouttheexperiments

comparedto thecurrentBB-detectionsystem.Moreover,suchasystemcouldbeusedto

monitoranddetermineboththespectralbandwidthandlineshapeof theUV laser

radiation. Recommendationsspecificto theLSF andPLIF measurementsarediscussedin

thefollowing sections.

8.2.1 LSF Recommendations

For theLSF measurementsof [NO] wemakethefollowing recommendations.

o The collection optics should be modified to produce a magnification

greater than unity. This would allow LSF measurements of higher spatial

resolution compared to the current 1-mm limit.

6 The monochromator PMT housing should be modified so that the

monochromator exit slit remains the limiting aperture for detection

bandwidths greater than ~2 nm. This could be implemented by

incorporating a different lens in the PMT housing and/or moving the PMT
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closerto themonochromatorexit slit. This modificationwouldproduce

greatermeasurementSNR.

8.2.2 PLIFRecommendations

For thePLIF measurementsof [NO] wemakethefollowing recommendations.

. The sheet forming optics should be modified to obtain a more uniform laser

sheet and higher transmissions. This may be possible by replacing the two

cylindrical lens and slit system with a single, long-focal-length cylindrical

lens. The focal length of this single cylindrical lens should be specified to

minimize divergence of the laser sheet over the range of the image. By

reducing laser-sheet nonuniformities, this modification would allow the use

of higher laser fluence values within the linear-fluorescence range. This in

turn would increase the SNR of the PLIF measurements.

. A linear photodiode array should be incorporated in the excitation-optics

system. Such a system would provide an active monitor of the shot-to-shot

and image-to-image fluctuations in the laser sheet about the nominal bulk

laser sheet nonuniformity. This information would allow implementation of

a more accurate laser-sheet nonuniformity correction.

. The M248V/UG5 filter system identified as optimum in Chapter 6 should

be incorporated into the collection optics. This optimum filtering scheme

provides much greater probe signal transmission compared to that of the

F250W/UG5 system used for the current PLIF measurements. This

improvement would increase the SNR of the PLIF measurements.

. Replacing the PLIF collection optics with a faster (i.e., lower f/#) lens

should be considered. This could be achieved by use of a cassegrainian
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lens.This improvementwouldmakesingleshotPLIF imagesmorefeasible

by increasingthemeasurementSNR.

. The influence of cooling the ICCD below the current -20 ° C temperature

should be investigated. Because of the long on-chip integration times used

for the current PLIF measurements, a majority of the signal dynamic range

was taken up by dark noise. Further cooling of the CCD would decrease

the dark noise, and hence, increase the measurement SNR. However, this

will require a lower temperature water bath (20°C water bath temperature

was used for the current PLIF experiments), and ultimately may require

methanol coolant.

. A more detailed study of optimal on-chip integration times should be

performed. This would result in a quantitative relationship for the

compromise between the integrated NO-fluorescence and dark-noise signal

levels.

. On-chip binning of the PLIF images should be implemented. In on-chip

binning, signals from pixel areas are binned together prior to the readout

and amplification process. As a result of this binning process, the spatial

resolution of the binned image is reduced proportional to the number of

pixels that are binned together. However, on-chip binning reduces the

readout noise compared to binning via post-processing. This in turn would

increase the SNR of the PLIF measurements.

0 An uncertainty analysis based on the individual images should be

performed. This would indicate the specific contribution from each

measured signal (e.g., dark and readout noise, laser-induced interferences)

to the overall measurement uncertainty.
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Appendix A - Chemiluminescent Exhaust Measurements Results

The concentration data resulting from chemilurninescent probe sampling

measurements in the staged air combustor exhaust is presented in this appendix for the five

combustor configurations. All combustor configurations use two oxidizer jets; the 70 °

impingement angle configuration is investigated with 2.16 mm and 4.57 mm I.D. jet tubes

(1/8 and 1/4 in. O.D., respectively) while the 45 ° configuration is investigated with

2.16 mm, 4.57 mm and 7.75 mm I.D. jet tubes (1/8, 1/4 and 3.8 in. O.D., respectively).

The tabular data presented here are provided in graphical form in Chapter 2.





TableA.1 Chemiluminescencemeasurementdatasheetfor operationof thestagedair combustorwith two 1/8in O.Doxidizer
jets ata 70° impingementangle. DILCORRrepresentsthevolumetric flow ratiodefinedin Eq.(2.1). Thesubscript
d indicatesspeciesconcentrationvaluesin ppmindicatedby theanalyzerdisplay.Tr is theexhausttemperature
measuredat therake,andM t is the calculated molecular weight of the exhaust gases. Dilution corrected species

concentration in ppm is indicated by NO, NO2 and NO x. EINO and EINOx represent the NO and NOx emission

indices, respectively, and the absolute uncertainty in the emission index is indicated by 8EINO and 8EINOx.

Jet Parameters

Number IDiameter [Angle

2 I 0"1251 70

V:JET Equivalence

[603] [604] Ratio IV:TOTAL V:DILU DILCORR. NOd NO2a NOxd Tr (C)

0 NA

B18.5 NA

B45.5 NA

B84.5 NA

NA $20

NA $30

NA $44

NA $64

NA $89

1.55

1.41

1.27

1.13

1.00

0.87

0.74

0.61

0.50

B126 $84.5 11.2245

B 126 $84.5 11.2245

B 126 $84.5 11.2245

B126 $84.5 11.2245

B124.5 $84.5 12.5786

B123.5 $83.5 12.0656

B 124 $83.5 11.5189

B124 $83.5 11.5189

B124.5 $83.5 11.1293

5.29 -0.083 5.2

5.36 -0.052 5.31

5.78 -0.043 5.74

5.6 0.005 5.6

6.8 0.156 6.96

6.02 0.245 6.26

4.79 0.549 5.34

1.459 2.7 4.16

0.628 2.89 3.52

Equivalence
Ratio ]

1.55

1.41

1.27

1.13

1.00

0.87

0.74

0.61

0.50

MI

25.22

25.88

26.59

27.36

28.12

28.21

28.3

28.39

28.47

NO NO2 NO_

59.38 -0.93 58.37

60.16 -0.58 59.60

64.88 -0.48 64.43

62.86 0.06 62.86

85.53 1.96 87.55

72.63 2.96 75.53

55.18 6.32 61.51

16.81 31.10 47.92

6.99 32.16 39.18

Emission Index:

EINO EINOx

1.22 1.22

1.31 1.32

1.51 1.53

1.59 1.61

2.37 2.45

2.28 2.41

2.01 2.28

0.71 2.13

0.34 2.11

Uncertainty:

8EINO 8EINOx

0.13 0.13

0.14 0.14

0.15 0.15

0.16 0.16

0.18 0.18

0.20 0.20

0.24 0.24

0.28 0.28

0.34 0.34

645.00

687.00

658.00

702.00

801.00

736.00

675.00

604.00

533.00

to
to



Table A.2 Chemiluminescence measurement data sheet for operation of the staged air combustor with two 1/4 in O.D oxidizer

jets at a 70 ° impingement angle. DILCORR represents the volumetric flow ratio defined in Eq. (2.1). The subscript

d indicates species concentration values in ppm indicated by the analyzer display. T r is the exhaust temperature

measured at the rake, and M t is the calculated molecular weight of the exhaust gases. Dilution corrected species

concentration in ppm is indicated by NO, NO2 and NOx. EINO and EINO x represent the NO and NOx emission

indices, respectively, and the absolute uncertainty in the emission index is indicated by 6EINO and 6EINOx.

Jet Parameters

Number [Diameter [Angle
2 I °.251 70

V:JET

[6031 [604]

0 NA

B18.5 NA

B45.5 NA

B84.5 NA

NA $20

NA $30

NA $44

NA $64

NA $89

Equivalence

Ratio V:TOTAL V:DILU

1.55 B 124

1.41 B123

1.27 B121

1.13 B121

1.00 B121

0.87 B121

0.74 BI21

0.61 BI21

0.50 BI21

DILCORR.

$83.5

$83.5

$81.5

$81.5

$81.5

$81.5

$81.5

$81.5

$81.5

11.5189

12.6122

11.958

11.958

11.958

11.958

11.958

11.958

11,958

NOd

4.83

4.74

4.96

3.15

6.11

6.11

5.29

3.29

1.084

NO2d

-0.08

-0.047

-0.018

0.003

0.176

0.172

0.155

1.118

2.5

Equivalence

Ratio [

1.55

1.41

1.27

1.13

1.00

0.87

0.74

0.61

0.50

Emission Index :

Mt

25.22

25.88

26.59

27.36

28.12

28.21

28.3

28.39

28.47

NO NO2 NOx

55.64 -0.92 54.71

59.78 -0.59 59.15

59.31 -0.22 59.07

37.67 0.04 37.67

73.06 2.10 75.22

73.06 2.06 75.10

63.26 1.85 65.17

39.34 13.37 52.73

12.96 29.90 42,93

EINO

1.22

1.38

1.47

1.04

2.12

2.41

2.45

1.88

0.86

EINO_

1.22

1.39

1.49

1.06

2.21

2.51

2.55

2.51

2.51

Uncertainty:
8EINO

0.13

0.14

0.15

0.16

0.18

0.20

0.24

0.28

0.34

NOxd

4.75

4.69

4.94

3.15

6.29

6.28

5.45

4.41

3.59

8EINO,

0.13

0.14

0.15

0.16

0.18

0.20

0.24

0.28

0.34

T,(C)

645.00

692.00

752.00

832.00

884.00

877.00

781.00

672.00

597.00

t,o
to



Table A.3 Chemiluminescence measurement data sheet for operation of the staged air combustor with two 1/8 in O.D oxidizer

jets at a 45* impingement angle. DILCORR represents the volumetric flow ratio defined in Eq. (2.1). The subscript

d indicates species concentration values in ppm indicated by the analyzer display. T r is the exhaust temperature

measured at the rake, and M t is the calculated molecular weight of the exhaust gases. Dilution corrected species

concentration in ppm is indicated by NO, NO2 and NOx. EINO and EINOx represent the NO and NOx emission

indices, respectively, and the absolute uncertainty in the emission index is indicated by 8EINO and 8EINOx.

IJet Parameters

Number [Diameter IAngl_5
2 I 0.125

V:JET

[603]

0 NA

B18.5 NA

B45.5 NA

B84.5 NA

NA $20

NA $30

NA $44

NA $64

NA $89

[604] Ratio

1.55

1.41

1.27

1.13

1.00

0.87

0.74

0.61

0.50

Equivalence

IV:TOTAL V:DILU

B124

B124

B 124

B123

B120

B124

B124

B 124

B124

DILCORR.

$83.5 11.5189

$83.5 11.5189

$83.5 11.5189

$83.5 12.6122

$83.5 17.4612

$83.5 11.5189

$83.5 11.5189

$83.5 11.5189

$83.5 11.5189

NOd NOzd NOxa

5.07 -0.086 4.99

5.39 -0.082 5.31

5.89 -0.064 5.82

6.14 0.008 6.15

6.65 0.199 6.85

7.28 0.279 7.56

5.68 0.572 6.25

2.39 2.58 4.97

0.692 3.47 4.16

Equivalence Emission Index : Uncertainty:

Ratio Mt NO NO2 NO_ EINO EINO_ 8EINO

1.55

1.41

1.27

1.13

1.00

0.87

0.74

0.61

0.50

25.22

25.88

26.59

27.36

28.12

28.21

28.3

28.39

28.47

58.40 -0.99 57.48

62.09 -0.94 61.17

67.85 -0.74 67.04

77.44 0.10 77.57

116.12 3.47 119.61

83.86 3.21 87.08

65.43 6.59 71.99

27.53 29.72 57.25

7.97 39.97 47.92

1.22 1.22

1.37 1.37

1.61 1.61

1.99 2.01

3.25 3.37

2.67 2.80

2.42 2.70

1.23 2.59

0.44 2.63

_EINO_

0.13 0.13

0.14 0.14

0.15 0.15

0.16 0.16

0.18 0.18

0.20 0.20

0.24 0.24

0.28 0.28

0.34 0.34

T,(C)

644.00

635.00

615.00

647.00

809.00

748.00

688.00

620.00

552.00

to
to
L_



Table A.4 Chemiluminescence measurement data sheet for operation of the staged air combustor with two 1/4 in O.D oxidizer

jets at a 45 ° itnpingement angle. D1LCORR repl_esents the volumetric flow ratio defined in Eq. (2.1). The subscript

d indicates species concenu'ation values in ppm indicated by the analyzer display. T r is the exhaust temperature

measured at the rake, and M t is the calculated molecular weight of the exhaust gases. Dilution corrected species

concentration in ppm is indicated by NO, NO_ and NO x. EINO and EINO x represent the NO and NOx emission

indices, respectively, and the absolute uncertainty in the emission index is indicated by 6EINO and 6EINOx.

IJet Parameters I
Number IDiameter IAngle

2 I °251 45

V:JET Equivalence

[603] [604] Ratio IV:TOTAL V:DILU DILCORR. NOd NO2d NOxd T, (C)

0 NA

B18.5 NA

B45.5 NA

B84.5 NA

NA $20

NA $30

NA $44

NA $64

NA $89

1.55

1.41

1.27

1.13

1.00

0.87

0.74

0.61

0.50

B124 S83.5 11.5189

B124 $83.5 11.5189

B123 S83.5 12.6122

B124 $83.5 11.5189

B124 $83.5 11.5189

B123 $83.5 12.6122

B123 $83.5 12.6122

B124 $83.5 11.5189

B123 $83.5 12.6122

5.36 -0.072 5.29

5.38 -0.05 5.33

6.22 -0.029 6.2

5.95 -0.021 5.93

6.3 0.099 6.39

6.48 0.382 6.86

5.79 0.32 6.11

4.57 0.593 5.16

1.886 2.31 4.2

Equivalence Emission Index : Uncertainty:

Ratio I St NO NO2 NO, EINO EINOx _EINO 8EINOx

1.55

1.41

1.27

1.13

1.00

0.87

0.74

0.61

0.50

25.22

25.88

26.59

27.36

28.12

28.21

28.3

28.39

28.47

61.74 -0.83 60.93

61.97 -0.58 61.40

78.45 -0.37 78.20

68.54 -0.24 68.31

72.57 1.14 73.61

81.73 4.82 86.52

73.02 4.04 77.06

52.64 6.83 59.44

23.79 29.13 52.97

1.22 1.22

1.30 1.30

1.78 1.79

1.67 1.69

1.94 1.99

2.50 2.67

2.58 2.76

2.19 2.53

1.11 2.71

0.13 0.13

0.14 0.14

0.15 0.15

0.16 0.16

0.18 0.18

0.20 0.20

0.24 0.24

0.28 0.28

0.34 0.34

636.00

678.00

717.00

724.00

798.00

860.O0

796.00

702.00

632.00

t,J
bo



Table A.5 Chemiluminescence measurement data sheet for operation of the staged air combustor with two 3/8 in O.D oxidizer

jets at a 45 ° impingement angle. DILCORR represents the volumetric flow ratio defined in Eq. (2.1). The subscript

d indicates species concentration values in ppm indicated by the analyzer display. T r is the exhaust temperature

measured at the rake, and M t is the calculated molecular weight of the exhaust gases. Dilution corrected species

concentration in ppm is indicated by NO, NO2 and NOx. EINO and EINO x represent the NO and NOx emission

indices, respectively, and the absolute uncertainty in the emission index is indicated by 8EINO and 8EINOx.

IJet Parameters

Number _iameter [Angle

2 0,375 I 45

V:JET

[603] [6041 V:DILU DILCORR. NOd NO2d NOxd Tf (C)

0 NA

B 18.5 NA

B45.5 NA

B84.5 NA

NA $20

NA $30

NA $44

NA $64

NA $89

Equivalence

Ratio IV:TOTAL

1.55 B 124

1.41 B123

1.27 B123

1,13 B121

1.00 B121

0,87 B121

0.74 BI21

0.61 B121

0.50 BI21

$83.5 11.5189

$83.5 12.6122

$83.5 12.6122

S81.5 11.958

$81.5 11,958

$81.5 11.958

$81.5 11.958

$81.5 11.958

$81.5 11.958

5.26 -0.078 5.18

5.22 -0.039 5.18

5.51 -0.019 5.49

3,87 0.005 3.87

7.45 0.584 8.03

6.62 0.342 6.97

6.09 0.379 6.47

5.02 0,531 5.55

3.76 0.741 4.5

Equivalence
Ratio I

1.55

1.41

1.27

1.13

1.00

0.87

0.74

0.61

0.50

M!

25.22

25.88

26.59

27.36

28.12

28.21

28.3

28.39

28.47

NO NO2 NO,

60.59 -0.90 59.67

65.84 -0.49 65.33

69.49 -0.24 69.24

46.28 0.06 46.28

89.09 6.98 96.02

79.16 4.09 83.35

72.82 4.53 77.37

60.03 6.35 66,37

44.96 8.86 53.81

Emissionlndex:

EINO EINO_

1.22 1.22

1.41 1.42

1.59 1.61

1.13 1.16

2.43 2.65

2,45 2.61

2.62 2.82

2.57 2.89

2.30 2.83

Uncertainty:
8EINO 8EINO_

0.13 0.13

0.14 0.14

0.15 0.15

0.16 0.16

0.18 0.18

0.20 0.20

0,24 0.24

0.28 0.28

0.34 0.34

629.00

663.00

721.00

823.00

913.00

818.00

816,00

724.00

696.00

to
to



228

Appendix B - Progam for Evaluating Excitation and Filtering Schemes for Broad-band

Detection PLIF Measurements

Programs were written to evaluate the requisite assessment parameters for

selection of excitation/detection schemes for PLIF measurements using broad-band

detection as described in Chapter 6. The program used for analysis of filter 2 (see Table

6.2) is provided below as a typical example of these programs.

FILTER 2

APPLICATION OF UG5 with two M248V (i.e., dichroic mirror).
Because M248V does not have sufficient blue cutoff, must use a single M248V filter in conjunction
with a number of UG5 CG filters.

A: Q2(25.5) and B: Q2(26.5)
Associate:

A:\filters\ug5.dta with UG5FILTER
A:\filters\N248V.dta with M248V
A:\monodial.dat with LAMDATA

Associate:
A:\nd104av.dat with ONEADATA
A:\ad104av.dat with ONEAINTER
A:\nd602av.dat with SIXADATA
A:\ad601 av.dat with SIXAINTER

Associate:
A:\nd102av.dat with ONEBDATA
A:\ad103av.dat with ONEBINTER
A::\nd601 av.dat with SIXBDATA
A:\ad602av.dat with SIXBINTER

Q2(25.5) excitation at 1 atm. :

SS := READPRN(ONEADATA) I1 :=READPRN(ONEAINTER)

imax :=rows(SS)- 1 i :=0..imax

I_L:= READPRN(LAMDATA )

S1A := SS<°> I1A :=II<°> LAM := LL<°>

SM1A
SM1A := S1Aso I IM1A :=I1A5o I SCALE1A :- IM1A

SM1A = 0.0696 IM1A = 0.4057 SCALE1A = 0.1716

Q2(25.5) excitation at 6 atm. :

SS := READPRN(SIXADATA) II :=READPRN(SIXAINTER)

S6A :=SS <°> I6A :=II<°> SM6A := $6A498 IM6A :=I6A498

SM6A = 1.0137 IM6A = 1.7867 SCALE6A =0.5673

SM6A
SCALE6A :-

IM6A



229

Q2(26.5) excitation at 1 atm. •

SS := READPRN(ONEBDATA)

SIB :=SS <°> lIB :=If <°>

IT := READPRN(ONEBINTER)

SM1B := S1B258 IM1B := I1B25 s

SMIB = 0.3850

Q2(26.5) excitation at 6 atm. •

SS := READPRN(SIXBDATA)

S6B :=SS <°> I6B '.=r[<°>

SM6B = 3.1669

IMIB = 0.8967 SCALEIB = 0.4293

II := READPRN(SIXBINTER)

SM6B := S6Bz58 IM6B := 16B257

IM6B = 6.2346 SCALE6B = 0.5080

SM1B
SCALE1B :-

IM1B

SM6B
SCALE6B :_-

IM6B

Determine the average spectral step size. Necessary for the integration.

i

Set up range not to integrate over to kick out the N2 Raman.

N2RAL := 156 N2RAU := 179

N2RBL := 152 N2RBU := 175

Read in spectral transmission data for a 1 mm thickness of UG5

DF1 := READPRN(UG5FILTER)

SF1 := DF1 <°> TF1 := DF1 <1>

TF12 -t- TF13
TF1PUMP :- Transmission at the pump wavelength (about 225 nm)

2

Read in spectral transmission data for M248V excimer laser mirror

DF2 '.=READPRN(M248V)

. DF2 <o> . DF2 <I>SF2 .= TE2 .=

TF27- TF26
TF2PUMP :=TF26+ Transmission at the pump wavelength (about 225 nm)

4

Interpolate intermediate values via use of a cubiC (c) spline.

vscF1 := cspline(SF1, TF1 ) vscF2: := cspline(SF2,'IT2)

TFXc i := interp(vscFa, SF1, TFa, LAMi) "rF2cil != interp(vscF2, SF2, TF2, LAMi)
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Determine the effective transmission resulting from combining the two filters:

n=0 • unfiltered, n--1 • M248V only, n>l • M248V with n-1 mm of UG5.

n :=0.. 10 nn :=2.. 10

Unfiltered • n=0 Teff0. i := 1

M248V Filtering only : n--1 Teffl, i := (TF2ci) 2

E( )'-']( ;M248V Filtering with Teff := TFlc i • TF2c i
n-1 mm of UG5 n>l tm,i

TcffPUMP 0 := I

Tef-fPUMP I := TF2PUMP 2

TeffPUMP := TF1P MP m- I-TF2PUMp2

Apply the filter to the spectrum.

S1AF . :=S1A..Teff .
n,i I n,l

S1BF . :=S1B..Teff
11,1 I n,l

I1AF . :=I1A..Teff . I1BF . :=I1B..Teff .
il,I I I1,1 II,! I rt,!

S6AF . := S6A.-Teff .
I1,1 I 11,1

S6BF . := S6B..Teff
fl,l I B,l

I6AF . :=I6A..Teff . I6BF . :=I6B..Teff .
n,I I n,i la,i 1 i1,1

Integration for Q2(25.5) at I atm.:

ATLAS
n

im__.....n_-IS1AF .+ S1AF

:= _ n,t n,i+l dLA._i
2

i=0

ATIASR :=
Itl

N2RAL- 1 S1AFn,i.I_S1AFn,i+ 1 dLAM -I-
X

i=0

imax- 1

T.
i = N2RAU

S1AF .+S1AF .
n,i n,l+l 'dLA/V[

ATIAI
n

:= N2RAL_I I1AF,i+I1AF,i+ 1 dLAM +
2

i=0

imax- 1

y:,
i = N2RAU

I1AFn'i+ I1AFn'i+l dLAM

AT1ANO :=AT1ASR - AT1AI .SCALEIA
n n 11

Integration for Q2(25.5) at 6 atm.:

AT6AS :=
I1

imax- 1 S6AF ,i+S6AFa,i+ l dLAMT, 2
i=0

AT6ASR :=
I1

N2RAL 1
S6AFa i -t- S6AF,i+ 1

Z ' dLAM +
2

i=0

imax- 1

T.
i = N2RAU

S6AF n i-I- S6AFn,i+ 1
• dLAM



231

N2RAL-1

I6AFa i _ I6AFn, i4-1 dLAM -4-AT6AI :=
a 2

i=0

AT6ANO := AT6ASR - AT6AI .SCALE6A
la n n

imax- 1

y:.
i = N2RAU

I6AFn, i -I- I6AFn,i+ 1dLAM

Integration for Q2(26.5) at I atm.:

AT1BS :=
n

imax- 1

i=0

S1BFn, i 4- SIBFn,i.I_ I dLAM

2

N2RBL- 1
SIBF + S1BF

AT1BSR := _ n,l n,i-t.-1 dLA..lV[ "b
a _ 2

i=0

N2RBL- 1

I1BFn i't-I1BFn'i+l dLAM +AT1BI :=
" 2

i=0

ATIBNO :=AT1BSR - AT1BI -SCALE1B
11 n n

imax- 1

i = N2RBU

imax- 1

y:.
i = N2RBU

S1BFn,i+ S1BF
n,i+l dLA.h_

2

IIBFn i "t-I1BF_a i-.p1
' ' dLAM

2

Integration for Q2(26.5) at 6 atm.:

AT6BS :=
n

imax- 1

i=0

S6BFn, i -t- S6BFn,i+ l dLAM

N2RBL- 1

:= _ S6BF,. i 4- S6BFn,i.I_ 1 .dLAM +AT6BSRn 2
i--0

N2RBL- 1

I6BFn i'l-I6BFn'i+l dL,AM +AT6BI :=
a 2

i=0

AT6BNO := AT6BSR - AT6BI -SCALE6B
n i1 rl

imax- 1

i = N2RBU

irnax - 1

i = N2RBU

S6BFn'i'I- S6BFn'i+I dLAM

I6BF i'l- I6BF
n,i.+- 1 dLAl_
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DEFINE THE VALUE • V •

AT1ANO ATLAS o- AT1ANO o
VIA '- n

V1B '-

ATIANO o ATLAS - AT1ANOD n

AT1BNO n AT1BS o- AT1BNO o

n ATIBNO o ATIBS - ATIBNOn n

V6A '-
n

V6B "-
n

AT6ANO n AT6AS o- AT6ANO o

AT6ANO o AT6AS - AT6ANOn i1

AT6BNO n AT6BS o- AT6BNO o

AT6BNO o AT6BS - AT6BNOn n

DEFINE THE PROBED SPECIES SIGNAL TRANSMISSION • PST"

AT1 ANO AT6ANO
n I1

PST1A :- PST6A :-

n ATIANO ° n AT6ANO °

ATIBNO AT6BNO
n n

PST1B :- PST6B :-

n AT1BNO ° n AT6BNO °
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Appendix C - Experimental Determination of Saturated and Linear Fluorescence Regimes

A saturation curve was experimentally generated to determine the laser energy

constraints for the PLIF and LSF experiments. The saturation curve indicates the

variation in the degree of saturation with increasing laser irradiance. The degree of

saturation (DOS) was defined as the bracketed term in Eq. (4.22), as plotted in Fig. 4.2.

The linear fluorescence regime may be identified from this saturation curve, and used to

define the upper limit on the allowable irradiance for the PLIF experiments. Moreover,

the saturation irradiance (Eq. (4.21a)) may be determined from the appropriate minimum-

error fit to the saturation curve data. This saturation irradiance may then be used to define

the lower limit on the allowable h-radiance for the LSF experiments. Experirnental

determination and analysis of the saturation curve as well as determination of the limits on

laser irradiance for the PLIF and LSF experiments are described in the following sections.

C. 1 Experimental Generation of the Saturation Curve

The experimental apparatus used to determine the saturation curve is portrayed in

Fig. 5.4. The Rochon prism (RP) was used to provide twelve levels of laser attenuation

ranging from 1 to 0.0013. At the maximum transmission position of the RP (i.e., 185 °

from Fig. 5.5), the laser energy in the probe volume was ~0.25 mJ/pulse. Based on a

measured beam diameter of 214 pm, this corresponded to a laser fluence of

~6.84 mJ/mmZ-pulse. The Qz(26.5) line was used for NO excitation in the 78-ppm doped

calibration flame, as described in Appendix E. The monochromator entrance slit was set

to 50 pm wide by 2 mm tall, and the signal was integrated over an ~2.7-nm region

centered on the "_(0,1) band of NO. At each level of attenuation, the horizontal transverse

position of SL3 in Fig. 5.4 was adjusted to center the image of the monochromator

entrance slit on the focused laser beam. At each level of attenuation, the NO fluorescence

signal was averaged over 800 shots.

Figure C. 1 shows the variation in NO fluorescence signal with laser power for the

twelve levels of attenuation. Both the NO flUOrescence signal and laser fluence were

normalized by their respective data values at the maximum RP transmission. Figure C. 1
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Normalized Laser Fluence (k)

Figure C. 1 NO saturation curve data and minimum-error fit. From the fit to the data

the saturation fluence was determined to be ~ 1.64 mJ/mmZ'pulse.
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demonstrates both the strengths and limitations of the RP attenuator;, appropriately spaced

data was preselected via the RP calibration curve of Fig. 5.5. However, the f'mite beam

steering resulting from rotation of the RP required the image of the monochromator

entrance slit to be reset for each level of attenuation. The scatter in the data of Fig. C.1 is

due to the precision of making this adjustment. Nevertheless, the data display the

expected trends based on Eq. (4.22) and Fig. 4.2.

The saturation irradiance was determined by fitting an equation describing the

normalized degree of saturation (NDOS) to the experimental saturation data. The

equation for the NDOS was developed from the bracketed term in Eq. (4.22) by

normalizing all irradiance values by the maximum irradiance (i.e., at the minimum

attenuation RP position) and subsequently normalizing the DOS by the maximum DOS

value. Using this method, it may be shown that

(1+r'°'/-o
NDOS = _ I I_

) '-- o - sal
+I

v v

- o ~ sat sat o
where I v = Iv ° / Iv°lmax and I v = ]v / fv [max " Hence, the curve in Fig. C.1

represents the variation in NDOS with fo, with the value of the normalized saturation

irradiance, F_ Qt , determined from minimizing the error of the fit of Eq. (C.1) to the data

of Fig. C.1. Based on multiple experimental data sets, normalized values of the saturation

irradiance ranging from 0.21 to 0.24 were determined from the minimum-error (i.e., least-

squares) fit. Using Eq. (4.2) and noting that the spectral and temporal FWHMs are

constant for a given laser system, relationships for the normalized laser energy and fluence

may be developed, as described previously for the laser irradiance. Using such

relationships and a normalized saturation irradiance of 0.24, the saturation fluence, F_, is

found to be ~ 1.64 mJ/mm2-pulse. This value may be used to determined the laser energy

required for the LSF experiments.

It was determined from the saturation curve that the fluorescence was in the linear

fluorescence regime for levels of attenuation below ~ 0.027 (i.e., normalized fluence of
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0.027in Fig. C.1). Hence,the laserfluencemustbe lessthanapproximately

F_ = 0.185mJ/mm2"pulseto remainin the linearfluorescenceregime.This
o 5at

corresponds to Iv/I v = F_x/Fs,t = 0.11, which is consistent with the curves in Fig. 4.3.

This maximum laser fluence value may be used to determine the limitations on laser energy

for the PLIF experiments.

C.2 Laser Energy Specifications for PLIF Experiments

For the PLIF experiments, the laser radiation was formed into an -400 Dm thick

(w) by - 14.73 mm tall (h) sheet. Hence, for a perfectly uniform laser sheet, the required

laser energy in the probe volume used for the PLIF experiments must be less than

EptaFs,,x = w'h'Fta_,x = 1.09 mJ/pulse. Accounting for the 7.1% transmission of the sheet

forming optics (Chapter 5), this corresponds to laser energies less than 15.35 mJ/pulse out

of the FA of Fig. 5.7.

It was determined that the laser sheet was not uniform but rather displayed

structure in the transverse (i.e., vertical) dimension. Based on a 99% confidence interval

(3o), the laser-sheet fluctuations were observed to be -67% of the average sheet value. If

transverse profiles of the laser sheet are observed by the imaging system, the per-pixel

signal is a measure of the local value of w.F. Hence, to insure that the highest w-F

locations in the sheet remain in the linear fluorescence regime, w.F< w.F_ / 1.67. This

indicates that for the PLIF experiments, the average laser fluence must be less than

Fx,t.w_ x = F_x / 1.67 _ 0.111 mJ/mm2"pulse and the average laser energy must be less

than E_,_,_x = w'h-F_x / 1.67 = 0.65 rnJ/pulse. Accounting for the 7.1% transmission

of the sheet forming optics, this corresponds to laser energies less than -9.2 mJ/pulse out

of the FA of Fig. 5.7.

C.3 Laser Energy Specifications for LSF Experiments

As discussed in Section 4.5.3, the DOS is greater than 90% for normalized laser

spectral irradiance values greater than ten times the saturation irradiance. This is the

criterion that was used for determining minimum laser energy specifications for the LSF

experiments. Based on this criterion, the laser fluence for the LSF experiments must be
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greaterthanFLSF_nta = 10"F_t -_ 16.4 mJ/mm2"pulse (i.e., a normalized fluence of 2.4 in Fig.

C. 1). From multiple measurements, the beam diameter used for the LSF experiments was

determined to be 180 to 213 pm. Based on the upper limit of this range, the laser energy

in the probe volume for the LSF measurements of [NO] must be greater than

ELSF_t, = 0.58 mJ/pulse. Accounting for the 16% transmission of the LSF optics, this

corresponds to laser energies greater than -3.65 mJ/pulse out of the FA of Fig. 5.4.

Hence, based on the conclusions of Sections C.2 and C.3, the PLIF and LSF experiments

require laser energy levels out of the FA in the range -3.65 mJ/pulse to ~9.2 mJ/pulse.
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Appendix D - Data Reduction Procedures

A total of seven experimental runs were performed, including two for LSF, which

were referred to as runs A and B, and five for PLIF, which were referred to as runs C, D,

E, F and G. In Chapter 7, run B is used for LSF and run C is used for PLIF. Some

amount of post processing was required to correct the signals from both the LSF and

PLIF experiments. These corrected signal levels were then calibrated to provide [NO] in

number density (cm -3) or parts per million (ppm) as described in Appendix E. Possible

corrections include non-NO-attributable background such as flame luminescence, dark and

readout noise, and various interferences, image-to-image fluctuations in the average laser

irradiance, laser-sheet nonuniformities, and spatial variations in the ICCD gain and pixel

responsivity. The techniques implemented to make the necessary corrections for the LSF

and PLIF experiments are discussed in this appendix.

D. 1 LSF Data Reduction

The LSF data were collected, as described in Chapter 5, using a 500-ps gate

temporally centered on the fluorescence signal. This allowed integration of only the

saturated portion of the fluorescence signal, with rejection of partially saturated and linear

fluorescence in the wings of the pulse. Hence, the integrated LSF signal can be described

using Eq. (4.27) as

CDLsF = r I G R f] V c fB(T) N r ANJ_ = KLSF
4---_ _ ta f_(T) U r , (D.1)

where K _r represents a group of variables that is constant for a given experimental setup

and procedure (i.e., optical alignment, excitation and detection scheme), and is determined

from calibration (Appendix E). Equation (I).1) may be inverted to calculate the NO

number density (cm-3), Nr, from the measured NO-fluorescence signal, i.e.,

Nr _ 1 CDLSF . (D.2)

K LSF fB(T)
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From Eq. (D.2) it is clear that the LSF measurements are independent of laser irradiance.

Hence, no correction is required to account for shot-to-shot fluctuations in the laser

power. However, the recorded LSF signal must be corrected to produce C_ F (V), which

is the integrated signal due only to NO fluorescence.

The LSF measurements were corrected for flame luminescence, PMT dark noise

and any amplifier noise. All of these effects were integrated into a single background

measurement. This background was measured using the normal data acquisition

procedures for the LSF measurements but with the laser blocked. The background was

found not to vary spatially throughout the IDF. Background measurements were taken

for each elevation at the beginning and end of each radial scan. The value of the

background was determined as the average of these two measurements. The NO-

attributable signal, C_ F, was then determined as the difference between the total

integrated signal and the elevation-specific average background for the same number of

laser shots.

The LSF measurements were not corrected for laser-induced interferences. As

discussed in Chapter 6, NB point measurements of [NO] using optimum excitation and

detection schemes are relatively free of secondary-species interferences. Moreover,

determination of the calibration factor (as described in Appendix E) is independent of the

existence of any laser-induced interferences. However, there is the potential for data

corruption when such a calibration factor is applied to the measured LSF signal if the

interference contribution is significant. Reisel et al. (1993a) have provided a method that

accounts for the signal contribution due to laser induced interferences; the method uses a

factor (x) which is equal to the ratio of the NO-attributable signal with the laser tuned off

and on line. Using the notation of Reisel et al. (1993a), it may be shown that the exact

expression for the NO-attributable signal, SNo, is SNo=(S-B)/(1-x), where S is the total on-

line signal and B is the off-line signal. Reisel et al. (1993a) used an approximation to the

exact solution (i.e., SNo=(I+x)S-B), which applies in the limit that the laser-induced

interferences are much less than the NO-attributable fluorescence signal.

Experiments were performed to assess the magnitude of the laser-induced

interferences. This involved making radial LSF scans of [NO] through the IDF as well as
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calibrationscanswith the lasertunedonandoff theQz(26.5)line of NO. Usingthisdata,

theinterferencesignalcontributionwasinvestigatedby usingtheexactexpressionfor SNO

andtheproceduresdescribedby Reiselet al. (1993a). Forthisdata,therewasan

insignificantdifferencein theresultsusingtheexactandapproximateexpressions

describedabove.Thecalculatedvalueof the interferencesignalwasapproximatelyone-

fifteenthof thedetectionlimit. Moreover,theuncertaintyin thecalculatedvalueof the

interferencesignalwasapproximately4000%basedona95%confidenceinterval. This

grossuncertaintyin thefluorescencecorrectionis dueto thefact thatit is determinedfrom

thedifferencein two numberswhosedifferenceis muchlessthaneither'suncertainty.

Moreover,parameterssmallerthanthedetectionlimit obviouslycannotbedetermined

with anysubstantialaccuracy.ThesmaUcalculatedvalueof the laser-inducedinterference

demonstratestherelative insensitivityof NB detection schemes to interferences.

Moreover, the contribution of the laser-induced interference signal to the total LSF signal

was found to be insignificant throughout the IDF. Specifically, the interference signal

contributed -0.02% systematic uncertainty to the final measurements, which had a

nominal uncertainty of -20%. Accounting for this small factor would complicate the LSF

measurements in the spatially varying IDF without significantly enhancing their accuracy.

Hence, for the present experiments, the data were not corrected for interferences.

However, the interference contribution to LSF measurements should always be

investigated for any specific experiment.

D.2 PLIF Data Reduction

Reduction of the PLIF images requires extensive post-processing due to their

dependance on a greater number of experimental parameters as compared to the LSF

measurements. If the signal integrated by the ICCD was due only to NO fluorescence,

then the relationship between the digital pixel signal, C_ w (counts), and the NO number

density, N T (cm-3), would be described by Eq. (4.24). It is clear from this equation that

the integrated PLIF signal is a linear function of laser h-radiance, and hence, the

measurements must be corrected for image-to-image fluctuations in average laser power.

However, reduction of the PLIF images is further complicated by spatial variations in
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sheetirradiance,darkandreadoutnoise,intensifiergain,pixel responsivity,background.

andlaser-inducedinterferences.Moreover,asdiscussedin Chapter6, thePLIF

measurementsaremuchmoresusceptibleto interferencesascomparedto theLSF

measurements.

To accountfor thevastarrayof signaldependanciesin thePLIF images,several

imagesweretakenunderdifferentexperimentalconditions.TableD.1presentsan

experimentdatasheetwhichdescribestheexperimentalconditionscorrespondingto the

sixteenimagesthatweretakenfor a givenrun. Images1through4 weretakenin theIDF

flamebyusingtheoptimumfilteringschemedeterminedin Chapter6; theseimages

correspondto (IM1) thedarkandreadoutnoise,(IM2) thebackgroundwhich includes

IM1 andflameluminosity,(IM3) thelaser-inducedbackgroundwhich includesIM2 and

interferences,and(IM4) thetotal imagewhichincludesNO fluorescence,IM1, IM2, and

IM3. Theinterdependenciesof theseimagesis discussedin detailbelow. Images5

through11correspondto thecalibrationprocedure,which is discussedin AppendixE.

Images12through16weretakenwith ambient-temperaturenitrogenflowing throughthe

AIDF burner,andwereusedto correctfor spatialvariationsin laser-sheetirradiance,pixel

responsivity,andintensifiergain. It is importantto noticethatthedarknoiseimageis

constantonly for agivenintegrationtime(IM1 ,IM16). Sincetheeffectiveper-pixelgain

(G) andresponsivity(R) areafunctionof theICCD,G andR arespatiallysimilar for all

imagesof TableD.1. Moreover,thebackgroundimageis constantfor agivenintegration

timeandflameenvironment,while thelaser-inducedbackgroundis constantfor a given

integrationtime,flameenvironment,andlaserirradiance.Hence,thesignalcontribution

froma givenphenomenonin atotal imagemayberepresentedby thespecificimage

attributableto thatphenomenonalone. Forexample,thedarkandreadoutnoiseimageof

IM1 isequivalentto thedarkandreadoutnoisecontributionto imagesIM2, IM3, and

IM4. Thisalsoappliesfor therelationshipof imageIM2 with IM3 andIM4, andimage

IM3 with IM4 providedthatoneaccountsfor variationsin the laserfluence. Usingthis

factandimagesIM2, IM3, IM4, IM14, andIM15, theNO numberdensitymaybedistilled

from thetotal imageof IM4.



Table D. 1 Experiment data sheet.

Number name f/# t oxp(s) Filter
i

1 dnrl 4.5 180.05 *

2 bkg 4.5 180.05 *

3 lib 4.5 180.05 *

4 ima 4.5 180.05 *

5 cal00 4.5 180.05 *

6 cal20 4.5 180.05 *

7 cal40 4.5 180.05 *

8 cal60 4.5 180.05 *

9 cal78 4.5 180o05 *

10 calbkg 4.5 180.05 *

11 callib 4.5 180.05 *

12 snul 4.5 180.05 *

13 snulbkg 4.5 180.05 *

14 snu2 4.5 20.05 NONE

15 snu2bkg 4.5 20.05 NONE

16 dnr2 4.5 20.05 NONE

* : F250W + 6 mm UG5

Laser Flame Da (ppm) Q2(26.5)

\ IDF \ \

OFF IDF \ \

ON IDF \ OFF

ON IDF \ ON

ON CAL 0 ON

ON CAL 20 ON

ON CAL 40 ON

ON CAL 60 ON

ON CAL 78 ON

OFF CAL 0 \

ON CAL 0 OFF

ON OFF \ \ON\

OFF OFF \ \

ON OFF \ \ON\

OFF OFF \ \

\ \ \ \

L-Cap FILE

ON IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM .dta

OFF IM 2 .dta

OFF IM 2 .dta

ON IM 2 .dta
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The PLIF data reduction procedure is simplified if the signals are modeled using

effective fluorescence and interference coefficients and the normalized spectral fluence of

the laser, F v = I ° .At E (J/cm2-cm -_). This change in notation facilitates system modeling;

moreover, the results can be expanded to full notation for the final results. An effective

(cm-.cm /J), may be definedfluorescence coefficient for a linear fluorescence process, T v " -i

as

T" - _ V c f_(T) N r 1-'t..c Bh, ¢buN
4n " (D.3)

Using this notation, Eq. (4.24) collapses to

Couu = rI GR T _Fv. (D.4)

It is clear from Eq. (D.4) that the product r I T _ F * is the number of LIF photons arriving at

the ICCD photocathode. Similarly, an effective interference coefficient, T_' (cm2.cm - _/J),

may be defined to account for the signal arising from all laser-induced interferences such

as Rayleigh scattering, Raman scattering, and secondary-species fluorescence. A

background variable B (photons) can also be defined to account for the environment-

specific effective emission including flame luminosity.

Using the notation defined above, the signal contribution to the images IM1, IM2,

IM3, IM4, IM14, and IM15 may be modeled as described by Eqs. (D.5a) through (D.5f);

a spatial dependance is understood to exist for all variables but is not explicitly indicated.

The model assumes that the laser-induced interferences scale linearly with laser fiuence.

IM1 = dnrl (D.5a)

IM2 = bkg = dnrl + rlz G R B 2 (D.5b)

IM3 = lib = dnrl + r12 G R (B 2 + F_ T_.3) (D.5c)
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V V

IM4 = ima = dnrl + ]]z G R (B z + F 4 [Tt.3 + T_]) (D.5d)

V

IM14 = snu2 = dnr2 + r114 G R _B14 + FI4 T/.14) (D.5e)

IM15 --- snu2bkg = dnr2 + ]]14 G R BI4 (D.5f)

In Eqs. (D.5a) through (D.5f), the image names (e.g., ima, lib,..) correspond to those

used in the image analysis programs of Section D.3. Subscripts are added to r I, B, F v, and

T_ to indicate image-specific values of the specific parameter. Moreover, the following

relationships have been employed : rh = ]]3 = rh, r114 = rh5, B2 = B3 = B4, Bt4 = B_5, and

V _ VTL3 - TL4 . For example, the filtering scheme used for IM2, IM3, and IM4 is different

from that used for IM14 and IM15; hence, r h appears in Eqs. (D.5b) through (D.5d) while

rh4 appears in Eqs. (D.5e) and (D.5f).

The NO number density may be determined via T v by manipulating Eqs. (D.5a)

through (D.5f) and using the relationships

O

F7 Ivj Pt4
(D.6) ,

for two images j and k.

integration time of the image. Using Eqs. (D.5b), (D.5c), (D.5d) and (D.6), the

intermediate image Nil (counts) may be deffmed as

Nil = _2 G R F_ T v = IM4 - PL.3] IM2 - _Pt..3 IM3 .

All variables in Eq. (D.6) are understood to be averaged over the

(D.7)

Due to the algebra in Eq. (D.7), the pixel values of image Nil may be fractional counts

although those of IM2, IM3, and IM4 are clearly integral. Using Eqs. (D.5e), (D.5f) and

(D.7) it may be shown that
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Nil - PL.4 TR LSD T v , (D.8)

PLd4 "_lVl4

where definitions have been invoked for the transmission ratio, TR=rlJrh4, and the laser-

sheet distribution, LSD=IM14-IM15 (counts). Image Nil is calculated from Eq. (D.7)

and then Eq. (I3.8) is inverted to determine the effective fluorescence coefficient

Wv _ PL.14 WlV.14 Nil - Tt_'v* Ni2, (D.9)

PL.4 TR LSD TR

where a second intermediate image Ni2 (counts) has been defined. The pixel value of

image Ni2 may again be in fractional counts. All of the intermediate images defined above

(Nil, Ni2, and LSD) are used in the PLIF image analysis program. The NO number

density in the plane of the laser sheet may now be determined using Eqs. (D.3) and (D.9)

as

TlVl4

N r = Ni2 , (D.10)
TR K IJF ¢_LIN fB(T )

where K Lu: (cm3.cm2.cm -l/J) has been defined as

KI-1F _
4r_ Vc Ft.z Bt,, . (D.11)

It is clear from the inclusion of F _ in Eq. (D.4) and the definition of Ni2 in Eq. (D.9) that

the NO number density defined by Eq. (D.10) is properly normalized for image-to-image

laser-irradiance fluctuations. The five-parameter term multiplying Ni2 in Eq. (D. 10) is

determined by the calibration procedure. The parameters TR, K In=, and TI_4 are spatially

constant parameters for a given experimental setup and procedure. Recall that T v is the
1,14

effective interference coefficient from a room-temperature nitrogen flow. Errors in the
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PLIF imagesof [NO] will occurvia qbL_andfB(T)in Eq.(D.10). Thelinear fluorescence

yield,_u_, will varywith theelectronicquenchingratecoefficientwhile theBoltzmann

fraction,fB(T),will vary in aknownmannerwith temperature.

A numericalhigh-passfilter wasappliedto portionsof thedatato eliminate

division-by-zeroincursionsduringtheimageanalysisprocedure.Thenumericalhigh-pass

filter passedpixelsunchangedif their valuewasgreaterthana specifiedoffset;pixelswith

avaluelessthanorequalto thespecifiedoffsetwerereassignedto thevalueof theoffset.

ThiswasnecessarybecausethePLIF imageanalysisprocedure,definedby Eqs.(D.7)

through(D.9),requiresdivision of imagesby otherimagesto determinetheimageNi2.

Zeropixel valuescouldoccurdueto deadpixels,or to intermediatepixel valuesresulting

from imagedifferencing.Thenumericalfilter wasapplieddirectlyto Nil andLSDwith a

specifiedoffsetof unity. Thiseliminatedanydivision-by-zeroincursionswith minimum

biasingof thedata.

D.3 PLIF ImageAnalysisProgram

ThePLIF imageswereanalyzedusingrun-specificprogramswhichcontainedhard

inputsof theappropriateimagefile names,image-specificaveragelaserirradiancefile

names,outputfilenames,andthevalueof therun-specificcalibrationfactor. Theprogram

for analyzingRunC of thePLIF measurementsof [NO] in anAIDF, IMACORR4c, is

providedbelowasanexample.Only therun-specificf'flenamesandvaluesdiscussed

aboveweredifferentfor theotherPLIF runs (i.e.,runsD, E, F,andG). Theprogram

operateddirectly onthescrambledimagesacquiredby thePC-basedPrinceton

Instrumentsimagingsystemoperatingwith CSMA-software;thisprogramwasrun using

theUNIX-basedcommandlanguageversionof theVisualNumericsPV-WAVE software.

Conversionof the imagef'flesfrom DOSto UNIX formatis providedin thebody of the

program. TheprogramIMACORR4cwasusedin conjunctionwith IMACALc to

determinethecalibrationfactor,andBIN6c wasusedto selectivelybin andgrabtheimage

datafor comparisonof thePLIFmeasurementsto theLSF measurements.
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;IMACORR4c
;programto correctthePLIF imagesof NO

;programoperateson thedatafiles fromrunC andusingthecalibration
;factorfoundin imacalc

; theprogramoperatesonscrambled' .spe'files from the
; PrincetonInstrumentsST-130imagingsystem•

; 5-15-95wppjr.
; 5-16-95•6-25-95

;FIELD NOTATION:
; ima: totalimage
; bkg: scatteringbackground
; lib: laser-inducedbackground
; snu2: sheetnonuniformity2 (differentfilters)
; snu2bkg: backgroundfor snu2

;POWERNOTATION:
P: averagelaserpower(ALP)

P3: ALP for lib
; P4: ALP for ima
; P14: ALP for snu2

;SUFFIXNOTATION:
; a: averaged
; m: masked
; s: afterbackgroundsubtraction
; n: afternormalization
; F: directly operatedonby high-passfilter
; f: indirectlyoperatedonby high-passf'dter
; d: aftersubtractionof baselineprimarycombustionfield

o

;set plot to X windows

set_plot,'X'

; If an io error is encountered then execution should resume at the label "end of f'de"•

; We need to do this because when the file is read in we may reach the end too soon,
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; causinganerrorbutwestill wantto execute.

on_ioerror,endof file

;READIN THE SCRAMBLED *.speP.I. IMAGE FILES

openr,1,'/home/hemingway/a/partridg/images/c4.spe';ima
openr,3,'/home/hemingway/a/partridg/images/c2.spe';bkg
openr,4,'/home/hemingway/a/partridg/images/c3.spe';lib
openr,7,'/home/hemingway/a/partridg/images/c14.spe';snu2
openr,8,'/home/hemingway/a/partridg/images/c15.spe';snu2bkg

;READIN THE AVERAGE LASERPOWERVALUES

P=fltarr(16)
status=dc_read_free('/home/hemingway/a/partridg/datfiles/laserpc.dat',$

P,/col,get_columns=[2])
P3=P(2)
P4=P(3)
P14=P(13)

;HARD INPUT THE CALIBRATION FACTOR FROM PROGRAM IMACAL

TCAL=105.8859

;DECLARE IMAGE ARRAYS

;Images are 578 x 384 pixels of 16 bits each.

ima=intarr(384,578)

bkg=intarr(384,578)

lib=intarr(384,578)

snu2=intarr(384,578)

snu2bkg=intarr(384,578)

;DECLARE HEADER ARRAYS

;declare an array for discarded header info P.I. uses 4100 longwords of header info.

hdrl=lonarr(1025)

hdr3=lonarr(1025)
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hdr4=lonarr(1025)
hdr7=lonarr(1025)
hdr8=lonarr(1025)

; READ IN HEADER INFORMATION

readu,l,hdrl
readu,3,hdr3
readu,4,hdr4
readu,7,hdr7
readu,8,hdr8

; READIN IMAGE DATA AND STOREIN variablename

readu,l,ima
readu,3,bkg
readu,4,1ib
readu,7,snu2
readu,8,snu2bkg

end of f'fle:

;DOS TO UNIX CONVERSION

;Must swap bytes when data is moved from a little-endian machine such as an IBM PC

;to a big-endian machine such as a Sun. The bytes are swapped by twos, since each

;pixel contains two bytes (16 bits) of data.

byteorder,ima,sswap=l

byteorder, bkg,sswap= 1

byteorder,lib,sswap=l

byteorder, snu2,sswap=l

byteorder,snu2bkg,sswap= 1

;TRANSPOSE IMAGE AND THEN ROTATE 270 DEGREES

ima=rotate(ima,6)

bkg=rotate(bkg,6)

lib---rotate(lib,6)

snu2=rotate(snu2,6)

snu2bkg=rotate(snu2bkg,6)
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;SETPARAMETERS

rnxs=29
mxe=577

mys=13

mye=255
xsz=mxe-mxs+ 1

ysz=mye-mys+l

FOR MASKING THE IMAGES

;beginning mask x value

;ending mask x pixel value

;beginning mask y pixel value

;ending mask y pixel value

;size of masked image in x direction

;size of masked image in y direction

o

;SETUP OFFSET FOR HIGH-PASS FILTER

; set all pixels with value less than or equal to the OFFSET to the OFFSET to eliminate

; the problem with division by zero.

OFFSET=I

;CALCULATE Nil:

Nil=ima-(1-(P4/P3))*bkg-(P4/P3)*lib

;APPLY THE HIGH-PASS FILTER

;af=(a GT OFFSET)*a + (a LE OFFSET)*OFFSET

; (a GT OFFSET) =1 if aij>OFFSET

; (a GT OFFSET) =0 if aij<=OFFSET

; (a LE OFFSET) =1 if aij<=OFFSET

; (a LE OFFSET) =0 if aij>OFFSET

NilF=(Nil GT OFFSET)*Nil + (Nil LE OFFSET)*OFFSET

;SHEET NONUNIFORMITY CORRECTION

LSD=snu2-snu2bkg ;Laser sheet distribution I

;APPLY THE HIGH-PASS FILTER

LSDF=(LSD GT OFFSET)*LSD + (LSD LE OFFSET)*OFFSET

;COMPLETE CALCULATION

Ni2f=P 14*Nil F/(P4*LSDF)
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;APPLY THE CALIBRATION FACTOR

Nf=TCAL*Ni2f

;APPLY MASK TO THE IMAGES
;goto,skip0 ;skipmaskingtheimages

Ni2fm=Ni2f(mxs:mxe,mys:mye);maskedimageNi2f
Nfm=Nf(mxs:mxe,mys:mye) ;maskedimageNf
skip0:

;APPLY MASK TO THE PRIMARY IMAGES
;goto,skip4 ;skipmaskingtheimages

imam=ima(mxs:mxe,mys:mye)
bkgm=bkg(mxs:mxe,mys:mye)
libm=lib(mxs:mxe,mys:mye)
sn2m=snu2(mxs:mxe,mys:mye)
sn2bm=snu2bkg(mxs:mxe,mys:mye)
nilfm=NilF(mxs:mxe,mys:mye)
lsdfm=LSDF(mxs:mxe,mys:mye)
skip4:

;masked image ima

;masked image bkg

;masked image lib

;masked image snu2

;masked image snu2bkg

;masked image Ni 1F

;masked image LSDF

;Scale the image by three and prepare for presentation with a colorbar

Nfms=fltarr(xsz+75,ysz)

Nfms(*,*)=125

Nfms(75 :xsz+74,*)=3 *Nfm(0:xsz- 1,*)

;Get the color table

get_myct,'idfcolor4'

;Set up array for colorbar

a=strarr(250)

a(210)=70

a(150)=50
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a(90)=30
a(30)=10
a(O)=O

;DISPLAY THE FINAL IMAGES

;goto,skipl ;skip making images

;make the image widow xszXysz Sun-pixels big window,xsize=xsz+75,ysize=ysz

tv,Nfms

colorbar2,n_colors=250,1egend=a,font=5,offset=-0.6, $

color=250,pos=[0.006,0.1,0.08,0.9]

skipl:

;REBIN THE IMAGE FILES

;rebinning performs a bilinear interpolation to create less dense matrices.

;goto,skip2 ;skip rebinning and making surface plots

Ni2fmr2=rebin(Ni2fm,xsz/9,ys z/9)

Nfmr2=rebin(Nfm,xs z/9,ysz/9)

;DISPLAY IMAGE SURFACE PLOT

window,2,xsize=578,ysize=384

surface,Nfmr2,skirt=0,ax=50,az= 10 ;surface of corrected image

skip2:

• _:_ __:_:_:_ _:_:_:_ _ _ _ _:_:_:_:_:_:_:_ _ _:_:_:_ • _ _

;MAKE SOME POSTSCRIPT FILES

;goto,skip3 ;skip making postscript files

set_plot,'ps'

device,/inches,yoffset=l, xsize=7,ysize=7, $

/bold,font_size=24,$

filename='/home/hemingway/a/partridg/psf'tles/cNfmr.ps'

surface,Nfmr2, $

skirt=0,ax=50,az=10, $

ztitle='[NO] ppm', title='Run C, Nfmr2', $

subtitle='Bin 9 pixels, Resolution=0.5 mm'

device,/close
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device,/landscapeJcolor,/inches,$
xoffset=2.5,ysize=10,bits_per_pixel=8,$
f'tlename='/home/hemingway/a/partridg/psftles/cNfms.ps'

tv,Nfms
colorbar2,n_colors=250,1egend=a,$

font=4,offset=-0.9,$
color=248,pos=[0.006,0.01,0.06,0.36]

device,/close

set_plot,'X'
skip3:

.:¢:_:_:_:_:_:_:_ _:_:_:_:_ _ _:_:_:_:_:______ • __

;CLOSE FILES

close, 1

close,3

close,4

close,7

close,8

end
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Appendix E - NO Calibration Procedures

Equations were developed in Appendix D for LSF and PLIF measurements which

express the NO concentration in terms of the measured fluorescence signal, CD, and a

proportionality or calibration factor (CF). The CF is determined through calibration

techniques. Once the experiment-specific CF is determined, a quantitative value of [NO]

may be calculated. This appendix describes the calibration procedures used for the LSF

and PLIF measurements in Sections E. 1 and E.2, respectively. Moreover, an alternate

calibration technique which is particularly applicable to PLIF measurements is described in

Section E.3. The PLIF image calibration program used for image analysis is provided in

Section E.4.

The calibration method used for the LSF and PLIF experiments is referred to as

the standard addition technique, and involved doping different levels of NO into a stable

premixed fuel-lean flame. The NO fluorescence signal was measured in the post-flame

zone at each doping level and was correlated with the NO-doping level to provide the CF.

This standard addition technique is only applicable for stable species which may be stored

for future doping (such as an NO in an Nz standard gas mixture), and cannot be used for

short lived radical species such as OH. The calibration was performed in a fuel-lean

(_--0.80) flame so that the doped NO would not be destroyed by the prernixed flame front

(Reisel et al., 1993a). Moreover, the doping was performed such that the NO/N 2 mixture

would exactly replace a fraction of the N 2 in the undoped flame. This allowed the doping

procedure to be thermodynamically nonintrusive, since the adiabatic flame temperature of

the undoped flame was maintained in all of the doped flames. Two of the primary

limitations of this calibration technique are the accuracy of the standard NO in N 2 gas

mixture used for NO doping, and the reliability of the rotameter system used for gas

metering to the AIDF burner. These limitations are addressed in the uncertainty analysis

of Appendix F.
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E.1 LSF Calibration Procedure

The CF for the LSF measurements was determined using the standard addition

technique in a qb=0.80 premixed C2H6/O2/NJNO flame with a dilution ratio of 3.76, at

y=4 mm and r=8 mm (y and r are defmed in Fig. 5.17), while using the same experimental

configuration and data acquisition procedures as described in Chapter 5. The spatial

location at which the calibration was performed was determined to be in the post-flame

zone by comparing the CF measured at y=4, 6, and 9 mm above the AIDF-bumer surface.

Table E. 1 provides the volumetric flow rates for the five levels of NO doping used in the

calibration procedure. In Table E. 1, D R and Dp refer to the doped level in the reactants

and products, respectively.

VNOIN 2 D R
VR _ _ --

vr cB

DR was set by the rotarneter system using the relationship

(E.1)

where _'R is a volumetric flow ratio, _'No_2 and _za- are the standard NO gas and total

volumetric flow rates, respectively, and CB is the NO concentration of the standard gas

(313 ppm NO in N2). Dp is the value of D R corrected for the increase in the total number

of moles in the products relative to that in the reactants. This correction was based on a

completely reacted calibration flame for which the ratio of the total number of moles in the

products to that in the reactants is np/ng=l.02.

Equation (D.2) expresses the NO number density in terms of the measured LSF

signal and a proportionality factor. Species concentration in number density (NT,r,_) is

related to that in parts per million (NT,ppm) via the ideal gas law, i.e.,

P NA NT_pm

NT'NO - R u T 106 ' (E.2)

where P is the absolute pressure, T is the absolute temperature, R,, is the universal gas

constant, and N A is Avogadro's number. Using Eqs. (D.2) and (E.2), one can show that
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TableE.1 Volumetric flow ratesof thevariousAIDF-burnergasesfor thecalibration
flameatthefive levelsof NO doping. TheparametersDRandDv refer to

the levels of NO doping relative to the reactants and products of the

calibration flame, respectively.

Doping Level (ppm) Volumetric Flow Rates (SLPM)

DR Dr, C2H6 02 Total

0

20

40

60

78

0

19.6

39.1

58.7

76.3

0.18

0.18

0.18

0.18

0.18

0.80

0.80

0.80

0.80

0.80

Nz NO/N2

3.01 0.00

2.76 0.26

2.50 0.51

2.25 0.77

2.02 1.00

4.0

4.0

4.0

4.0

4.0
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R T 10 6 1 CY F : CF LsF CY P (E.3)

Nrepm - p N A K LsF fa(T)

where the calibration factor for the LSF experiments, CF tsv (ppm/V), has been defined.

Since the doping procedure is thermodynamically nonintrusive, CF tsF is constant for the

five flames used in the calibration procedure. If CF tsF were known, then the [NO] in the

calibration flame in ppm could be recovered using Eq. (E.3). Moreover, if the

temperature and pressure of the calibration environment were known, this result could be

used with Eq. (E.2) to determine the NO number density.

From Eq. (E.3), it is clear that CFLSF is the slope of the fit to the Nr,ppm(Dp) vs.

C_ F (Dp) data. However, Nr, ppm(Dp) is unknown since it is the sum of the unknown

naturally occurring [NO] in the undoped calibration flame, N-r.pp,,(Dp=0), and D r.

Nevertheless, since the doping is thermodynamically nonintmsive, NT,ppm(Dp=0) is a

constant, and therefore provides only a constant zero offset for the NT.ppm(Dp) vs.

C_ x: (Dp) data. Thus, the slopes of the fits to the NT,ppm(Dp) vs. C_ F (Dp) and the D r vs.

C_ F (Dr) data are equivalent. Consequently, CF tsF may be experimentally determined as

the slope of the fit to the Dp vs. C_ F (Dr) data. This demonstrates how the existence of a

constant offset signal (e.g., fluorescence or laser-induced interferences) does not influence

the determination of the CF as discussed in Section D. 1.

To determine CF tsF, the LSF signal attributable to NO was measured in each of

the five calibration flames. Figure E. 1 shows the D e vs. C_ r, (Dr) data and the

corresponding least-squares fit to the data. CF tsF was determined to be -344.3 ppm/V

from the least-squares fit which had a correlation coefficient of 0.991. Other calibration

runs produced less data scatter and hence, higher correlation coefficients. However, the

data in Fig. E. 1 represents the calibration co/responding to the results presented in

Chapter 7. The fact that the calibration curve is linear indicates that either a negligible
i

amount of the doped NO is destroyed in the flame front, or that the destruction rate is a

linear function of [NO] which is unlikely (Reisel, 1991). Although CF tsF has been

determined, its unity is limited since it applies only to the calibration environment. This is
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Figure E.1 Calibration curve for the LSF measurements. Calibration was performed in

a qb=0.8 premixed C2H6/O_2/NO flame with a dilution ratio of 3.76, at

y--4 mm and r=8 mm. c_SF(Dv) are the values of the LSF signal for five

levels of NO doping relative to the products (D v = 0, 19.6, 39.1, 58.7, and

76.3 ppm). A least-squares fit to the data provided CF LsF= -344.3 ppm/V,
and a correlation coefficient of 0.991.



259

because it is a function of both the temperature and pressure of the calibration

environment both directly and through the Boltzmann fraction. Hence, one must take

great care in transporting a calibration factor to experimental environments that differ

from the calibration environment (Reisel et al., 1995).

To use the calibration factor in LSF studies of the IDF, a relationship must be

established between the LSF signal levels in the calibration flame and the IDF. This can be

accomplished by using Eq. (D.2) to generate

LSF
Nr.tcOJOF _ Kct-'sFfB.c(Zc) CO joe

, (E.4)
ct.SFNr, lvo,c K_I_ fBJop(TIor) O.C

where the subscripts C and IDF have been added to indicate parameter values in the

calibration and IDF environments, respectively, and the subscript ND indicates a

concentration in terms of number density. Canceling terms in Eq. (E.4) that are the same

in the calibration and IDF environments, and using Eqs. (E.2) and (E.3), provides

= [ PcNA ][ fB,c(Tc) I_SF

Nr2vO,tOF [Ru Tc 106J [J2°F_lt°'-'S''-7_-¢) CF t..SF CO,iOF " (E.5)

The first bracketed term (cm-3/ppm) in Eq. (E.5) is a function of the calibration

environment and effectively cancels a similar term which was integrated into the definition

of CF LsF (ppm/V), as evident from Eq. (E.3). The second bracketed term in Eq. (E.5)

corrects the calculation for any variation in the Boltzmann fraction between the calibration

and IDF environments due to temperature differences. As discussed in Chapter 6,

variation in this term throughout the IDF may be minimized by proper selection of the

excitation scheme.

Although Eq. (E.5) provides the ultimate reduction of the LSF data, it requires

additional measurements of the temperature at the calibration point and throughout the

IDF. However, these imposed requirements are actually unnecessary for this study. It

will be shown in Section E.2 that the PLIF measurements depend on the two bracketed
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termsin Eq. (E.5)in thesamemannerasdo theLSF measurements.Sincethesame

calibrationflameandIDF wereinvestigatedin theLSF andPLIF experiments,thesetwo

bracketedtermsprovidethesamemultiplicativecorrectionto thetwo fluorescence

measurements.As thegoalof this investigationis to assessthequantitativenatureof

PLIF imagingof [NO] viacomparisonto separateLSF measurements,suchmultiplicative

correctionscancelin thecomparison.Thus,theywerenot madefor thecurrentPLIFand

LSF measurements.

ThelocalNO concentrationinppmrelativeto thecalibrationflametemperature,

Nra_r(relativeppm),maybecalculatedas

Nr, zr = CF t.SF C y F , (E.6)

where the subscript RT has been added to indicate that the measured [NO] is relative in

terms of temperature. With separate temperature and pressure measurements, this [NO]

could be put on an absolute basis using Eqs. (E.5) and (E.6) to provide

= [ PcNA ]fs.c(Tc)

f.(7 (E.7)

The final LSF measurements of NO in Chapter 7 were calculated using Eq. (E.6).

E.2 PLIF Calibration Procedure

The calibration factor for the PLIF measurements, CF PLn_,was determined via the

standard addition technique and the same calibration flames used for the LSF experiments,

as described in Table E. 1. Using this calibration flame with the appropriate doping level,

images IM5 through IM 11 were taken under the conditions described in Table D. 1. The

calibration images may be modeled as described by Eqs. (E.8a) through (E.8c), i.e.,

IMIO = calbkg = dnrl + r12 G R BlO (E.8a)
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V xt

IMll = callib = dnrl + 112 G R (Blo + Fll T},xl) (E.8b)

V V

IM5 = calO0 = dnrl + lqz G R (Blo + F 5 [Ttj I + T_]) (E.8c)

The spatial dependance in the above equations is understood to exist for all variables but is

not explicitly indicated. Although Eq. (E.8c) is written for the undoped calibration flame,

it also describes the images of the doped calibration flames, IM6 through IM9. In Eqs.

(E.8), the following relationships hold" rlz = rls .. flu, Blo = B5 .. B9 = Bll, and TL_'_ =

TL_ .. TL_9. The background and laser-induced interferences in the calibration flame are

different from those in the IDF or in the ambient-temperature nitrogen flow. However,

the dark and readout noise is the same for the IDF and calibration images since they

employed the same integration time. Images IM1, IM14, and IM15 are also pertinent to

the calibration procedure, and are described by Eqs. (D.5a), (D.5e), and (D.5f),

respectively.

The above images were processed as described in Appendix D (Section D.2) to

produce five corrected images equivalent to the Ni2 distribution for the five calibration

flames. However, the previous images Nil and Ni2 are referred to here as Cil and Ci2,

respectively, to emphasize that these images pertain to the calibration procedure.

Calculation of Ci2 follows the development of Eqs. (D.7) and (D.9), i.e.,

Ci2k- Pz'x4 Cilk - PL'14pc:,LSD PLy, LSD1 tlMk_[ 1 _C,llPLY"]IMIO -PLj---_IPtJ'IMll} ' (E'9)

where k=5, 6, 7, 8, and 9 for DR = 0, 20, 40, 60, and 78 ppm, respectively, based on Table

D.1. Using Eqs. (D.10), (E.2) and (E.9), one can show that

R T 106 T}Vl4 = cFPLIF
Nr_,emS` - C i2 k C i2 k , (E.10)

P N a TR K LIF cLIN fB(T )
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whereCFvLtF (ppm/counts) is the calibration factor for the PLIF experiments. As with

CF LsF, since the doping procedure is thermodynamically nonintmsive, CF n'n_ is a constant

for the five calibration flames. Moreover, since the image analysis which produces Ci2

corrects for spatial variations in R, G, and F v, CF Pea: is independent of spatial location.

Hence, a single value of CF PLatapplies to each pixel of the image; more importantly, CF v_

may be determined at any convenient position within the image.

From Eq. (E.10), it is clear that CF vLn: is the slope of the linear fit to the NT.ppm(Dv)

vs. Ci2(Dv) data. As discussed in Section E. 1, CF vLn_may be equivalently determined as

the slope of the Dp vs. Ci2(Dv) data. Since a single CF vL_ applies throughout the image, it

was determined based on the average value, Ci2B_(Dp), of an 18-pixel-by-18-pixel region

(~ 1.06 mm square) centered at (y, r)=(4 ram, 8 mm). In other words, the calibration

factor was experimentally determined from the slope of the least-squares fit to the D r vs.

Ci2BIN(Dp) data. The resulting fit had a correlation coefficient of 0.991, and indicated that

CFmF=103.6 pprn/counts for Run C of the PLIF measurements of [NO].

Using Eq. (D. 10), the necessary relationship between the PLIF signal in the

calibration flame and that in the IDF may be determined to be

_ .rR_K__ Ni2, (E.11)
v f_IDFNT, ND,C TR KtlF ,DF [ T]'I4 ]C tin fBjDF(TIt)F) Ci2

where subscripts have been added to indicate values in the calibration flame and the IDF.

Canceling terms in Eq. (Eol 1) that are the same in the calibration and IDF environments,

and using Eqs. (E.2) and (E. 10) produces

[ 1[= CF ,"UF
NT, ND JDF

Ni2 .

LRu 10° _1DF]

(E.12)

The first two bracketed terms in Eq. (E.12) are the same as encountered in Eq. (E.5) for

the LSF measurements. Hence, both the LSF and PLIF measurements have equivalent
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dependanceon thesetwo terms. Thethird bracketedtermin Eq. (E.11)is aratio of the

fluorescenceyields,andaccountsfor thelocalvariationin theelectronicquenchingrate

coefficientrelativeto thecalibrationflame. Theelectronicquenchingratecoefficientmay

bemodeledusing21Nioivi,whereNi (cm "3) and o i (cm 2) are the number density and

collisional cross-section, respectively, of the ith collision partner and v i (cm/s) is the

relative velocity between the probe molecule and the i_ collision partner (Eckbreth, 1988).

Thus, the electronic quenching rate coefficient depends on temperature through the

number density via the ideal gas law and also through the relative velocity via the

Maxwell-Boltzmann velocity distribution. Equation (E.12) demonstrates the basis for

selection of an excitation line whose temperature-induced variation in Boltzmann fraction

approximately cancels that due to quenching, as discussed in Chapter 3. However, such a

selection was not used for the PLIF experiments of this investigation.

As with the LSF measurements, the PLIF measured [NO] in the IDF in ppm

relative to the calibration flame temperature and quenching environment, Nr_T_Q (relative

ppm), may be calculated as

Nr_rr_Q = CF euF Ni2 , (E.13)

where the subscripts RT and RQ have been added to indicate the relative value with

respect to both temperature and quenching environment. With separate measurements of

temperature, pressure and electronic quenching rate coefficient, this relative [NO] could

be put on an absolute basis by using Eqs. (E.12) and (15.13) to provide

(E.14)

The final PLIF measurements of NO concentration in Chapter 7 were calculated using Eq.

(E.13). Based on Eqs. (E.7) and (E.14), it is clear that the LSF and PLIF resuks in terms

of NT,RT and NTS:TeQ, respectively, will differ only through local variations in the electronic

quenching rate coefficient relative to the calibration flame.



264

E.3 AlternateCalibrationProcedure

Thecombinedabsorption/fluorescencetechniqueusesspatiallyresolved

fluorescencemeasurementsto derivethespatialvariationin thenumberdensityof the

probedspecies,which maythenbeput onanabsolutebasisusingabsorption

measurements.Becausethis methodis basedonBeer'slaw, theabsorptionmeasurement

maynotbemadeundersaturatedconditionswherenonlinearabsorptionmaybesignificant

(Demtroder,1988). Although thismethodhasbeenusedfor point measurements(Lucht

etal., 1985;StepowskiandGaro,1985),it is particularlysuitedto imaging(1Dor 2D)

experimentswherethespatialvariationin thefluorescencesignalalongthelaser

(absorptionintegration)pathis inherentlyresolved.This techniquecouldbeusedaloneor

in conjunctionwith thestandardadditionmethodof Section5.2. Thetechniquehasbeen

usedin OH imagingexperiments(1D:HertzandAlden, 1987;2D: DyerandCrosley,

1982).HertzandAlden (1987)give averythoroughdescriptionof thiscalibration

techniqueandpresentamethodthataccountsfor attenuationof thelaserspectral

irradiancealongtheintegrationpath.

To assessthefeasibilityof thecombinedabsorption/fluorescencecalibration

techniquefor quantitative[NO] measurementsacrossan IDF-front, absorption

calculationsweremade,witheitherconcentrationorabsorptionastheindependent

variable.Typicalvaluesfor theexpectedexperimentalandspectroscopicvariableswere

used(AvL=0.15cm", r',_ =0.26,T=1800K, P=I atm,fB=0.01;Q22(26.5):B_=310.859

cm2cm_/J,v--44330.19cm"). Thefirst calculationinvolveddeterminingtheflat

concentrationfield overa2.5cm integrationpathrequiredto give 10%absorptionof the

laserirradiance.Thesevalueswerechosenbecause2.5cmis a typicallaboratoryburner

dimensionand10%absorptionshouldberesolvableusingphotodiodemonitoringof the

laserirradiancebeforeandaftertheabsorbingenvironment.For 10%absorption,the

requiredflat field concentrationwascalculatedto beapproximately2150ppm. This value

is ordersof magnitudegreaterthantypicallaboratorydata(e.g.,chemiluminescent

measurementsfor theJQCindicatedamaximumNO concentrationof approximately110

ppm). Moreover,sincetheimmediateinterestis to investigatean IDF-front, theNO field

will notbeflat. A secondcalculationindicatedthatgivena 10ppmflat [NO] field overa
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2.5cmintegrationpath,theresultingabsorptionwouldbeapproximately0.05%. Based

on thesetwo calculations,it appearsthatacombinedabsorption/fluorescencecalibration

techniquewouldnotbefeasiblefor [NO] measurements.However,becauseof its

applicabilityto imagingwork, thetechniqueshouldalwaysbeconsideredfor probing

othermoleculesof interest.

E.4 PLIFNO CalibrationProgram

Calibrationof thePLIF imageswasperformedusingrun-specificprogramswhich

containedhardinputsof the appropriate image filenames, image-specific file names for the

average laser irradiance, and output file names. The program used for determining the

calibration factor for Run C of the PLIF measurements of [NO] in an AIDF, IMACALc, is

provided below. Moreover, the subroutine, LIN_FITWPP.PRO, which performs the

actual least-squares linear fit to the calibration data follows the program IMACALc. The

calibration factor determined by this program was used in the image analysis program

IMACORR4c contained in Appendix D. The calibration factor was determined from the

slope of the least-squares-fit to the average value of the corrected Ci2 data in an 18-pixel

square region (1.06-mm square) centered at (y, r) = (4 mm, 8 mm).

;IMACALc

;Program to determine the calibration factor for the PLIF images. This calibration factor

;is used to analyze the PLIF images in program IMACORR4c

;The program operates on scrambled' .spe' files from the Princeton Instruments

;ST-130 imaging system.

; 5-8-95 wpp jr.

; 5-9-95,

;FIELD NOTATION:

; cal00:

; ca120:

; cal40:

; cal60:

; cal78:

total image of calibration flame (D=0)

total image of calibration flame (D=20)

total image of calibration flame (D--40)

total image of calibration flame (D=60)

total image of calibration flame (D=78)
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; calbkg:
; callib:
; snu2:
; snu2bkg:

scatteringbackgroundin cal. flame
laser-inducedbkg in cal. flame(D=0)
sheetnonuniformity2 (differentfilters)
backgroundfor snu2

;POWERNOTATION:
; P: averagelaserpower

; P5: ALP for cal00
; P6: ALP for cal20
; P7: ALP for cal40
; P8: ALP for cal60
; P9: ALP for ca178
; P11: ALP for callib
; P14: ALP for snu2

;SUFFIXNOTATION:
; a:averaged
; m: masked
; s: afterbackgroundsubtraction
; n: afternormalization
; F: directly operatedonby high-passfilter
; f: indirectlyoperatedonby high-passfilter
; d: aftersubtractionof baselineprimarycombustionfield

;setplot to X windows

set_plot,'X'

; If anio error is encounteredthenexecutionshouldresumeatthe label"end of file".
;Weneedto do thisbecausewhenthefile is readin wemayreachtheendtoo soon,
;causinganerrorbutwe still wantto execute.

on_ioerror,endof file

;READ IN THE SCRAMBLED *.spe P.I. IMAGE FILES

openr,7,'/home/hemingway/alpartridg/images/c 14.spe' ;snu2

openr,8,'/home/hemingway/a/partridg/images/c 15.spe' ;snu2bkg

openr, 10,'/home/hemingway/a/partridg/images/c5.spe' ;cal00

openr,11,'/home/hemingway/a/partridg/images/c6.spe' ;cal20

openr, 12,'/home/hemingway/a/partridg/images/c7.spe' ;cal40
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openr,13,'/home/herningway/a/partridg/images/c8.spe' ;cal60

openr, 14,'/home/hemingway/a/partridg/images/c9.spe' ;ca178

openr, 15,'/home/herningway/a/partridg/images/c 10.spe' ;calbkg

openr, 16,'/home/hemingway/a/partridg/images/c 11.spe' ;caUib

;READ IN THE AVERAGE LASER POWER VALUES

P=fltarr(16)

status=dc_read_free('/home/hemingway/a/partridg/datfiles/laserpc.dat', $

P,/col,get_columns=[2])

P5=P(4)

P6=P(5)

P7=P(6)

P8=P(7)

P9=P(8)

P11=P(10)

P14=P(13)

;DECLARE IMAGE ARRAYS

; Images are 578 x 384 pixels of 16 bits each.

snu2=intarr(384,578)

snu2bkg=intarr(384,578)

ca100=intarr(384,578)

ca120=intarr(384,578)

ca140=intarr(384,578)

ca160=intarr(384,578)

ca178=intarr(384,578)

calbkg=intarr(384,578)

callib=intarr(384,578)

;DECLARE HEADER ARRAYS

; declare an array for discarded header info P.I. uses 4100 longwords of header info.

hdr7=lonarr(1025)

hdr8=lonarr(1025)

hdr10=lonarr(1025)

hdr 11 =lonarr(1025)

hdr12=lonarr(1025)

hdr13=lonarr(1025)

hdr14=lonarr(1025)

hdr15=lonan'(1025)

hdr16=lonarr(1025)
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; READIN HEADER INFORMATION

readu,7,hdr7
readu,8,hdr8
readu,10,hdrl0
readu,11,hdrl1
readu,12,hdrl2
readu,13,hdrl3
readu,14,hdrl4
readu,15,hdrl5
readu,16,hdrl6

; READIN IMAGE DATA AND STOREIN variablename

readu,7,snu2
readu,8,snu2bkg
readu,10,cal00
readu,11,cal20
readu,12,ca140
readu,13,cal60
readu,14,ca178
readu,15,calbkg
readu,16,callib
end of f'fle:

;DOSTO UNIX CONVERSION
;Must swapbyteswhendataismovedfrom alittle-endianmachinesuchasanIBM PC
;toabig-endianmachinesuchasaSun. Thebytesareswappedby twos, sinceeach
;pixelcontainstwo bytes(16bits) of data.

byteorder,snu2,sswap=1
byteorder,snu2bkg,sswap=1
byteorder,cal00,sswap=1
byteorder,cal20,sswap=l
byteorder,cal40,sswap=1
byteorder,cal60,sswap=1
byteorder,cal78,sswap=1
byteorder,calbkg,sswap=1
byteorder,callib,sswap=1

;TRANSPOSEIMAGE AND THEN ROTATE270 DEGREES

snu2=rotate(snu2,6)
snu2bkg=rotate(snu2bkg,6)
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cal00=rotate(cal00,6)
cal20=rotate(cal20,6)
cal40=rotate(cal40,6)
cal60=rotate(cal60,6)
ca178=rotate(ca178,6)
calbkg=rotate(calbkg,6)
callib=rotate(callib,6)

;SETPARAMETERSFORMASKING THE IMAGES

mxs=29
mxe=577
mys=13
mye=255
xsz=mxe-mxs+ 1

ysz--mye-mys+l

;beginning mask x value

;ending mask x pixel value

;beginning mask y pixel value

;ending mask y pixel value

;size of masked image in x direction

;size of masked image in y direction

;SETUP OFFSET FOR HIGH-PASS FILTER

;set all pixels with value less than or equal to the OFFSET to the OFFSET to eliminate

;the problem with division by zero.

OFFSET=I

;CALCULATE Cil:

Cil00=cal00-(1-(P5/P 11))*calbkg-(P5/P11)*callib

Cil20=cal20-(1-(P6/P11))*calbkg-(P6/P11)*caUib

Cil40=cal40-(1-(P7/P11))*calbkg-(P7/P11)*caUib

Cil60=cal60-(1-(P8/P11))*calbkg-(P8/P11)*caUib

Ci178=ca178-(1-(P9/P11))*calbkg-(P9/P11)*caUib

;APPLY THE HIGH-PASS FILTER

;af=(a GT OFFSET)*a + (a LE OFESET)*OFFSET

(a GT OFFSET) =1 if aij>OFFSET

(a GT OFFSET) =0 if aij<--OFFSET

(a LE OFFSET) =1 if aij<--OFFSET

(a LE OFFSET) =0 if aij>OFFSET

Cil00F=(Cil00 GT OFFSET)*Cil00 + (Cil00 LE OFFSET)*OFFSET

Cil20F=(Cil20 GT OFFSET)*Cil20 + (Cil20 LE OFFSET)*OFFSET

Cil40F=(Cil40 GT OFFSET)*Cil40 + (CH40 LE OFFSET)*OFFSET

Cil60F=(Cil60 GT OFFSET)*Cil60 + (Cil60 LE OFFSET)*OFFSET

Ci178F=(Ci178 GT OFFSET)*Ci178 + (Ci178 LE OFFSET)*OFFSET
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;SHEETNONUNIFORM1TYCORRECTION

LSD=snu2-snu2bkg ;LasersheetdistributionI

;APPLY THE HIGH-PASSFILTER

LSDF=(LSDGT OFFSET)*LSD+ (LSD LE OFFSET)*OFFSET

;COMPLETE CALCULATION (i.e., calculate Ci2)

Ci200f=P14*Cil00F/(P5*LSDF)

Ci220f=P14*Ci120F/(P6*LSDF)

Ci240f=P14*Ci140F/(P7*LS DF)

Ci260f=P14*Ci160F/(P8*LS DF)

Ci278f=P 14*Ci178F/(P9*LS DF)

;APPLY MASK TO THE IMAGES

;goto,skip0 ;skip masking the images

Ci200fm=Ci200f(mxs:mxe,mys:mye)

Ci220fm=Ci220f(mxs:mxe,mys:mye)

Ci240fm=Ci240f(mxs:mxe,mys:mye)

Ci260fm=Ci260f(mxs:mxe,mys:mye)

Ci278fm=Ci278f(mxs:mxe,mys:mye)

skip0:

;DETERMINE THE AVERAGE VALUE OF THE IMAGES

;IN THE CALIBRATION REGION

;1 : 0.5mm x 0.5mm (9 pixel square) region

;2 : 1.0555mm x 1.0555mm (18 pixel square) region

;p : +z region

;n : -z region

AP2=fltarr(5)

AP2(0)=AVG (Ci200fm(409:427,22:40))

AP2(1)=AVG(Ci220fm(409:427,22:40))

AP2(2)=AVG(Ci240fm(409:427,22:40))

AP2(3)=AVG (Ci260fm(409:427,22:40))

AP2(4)=AVG(Ci278fm(409:427,22:40))

;SETUP TO DO THE REGRESSION

y=[0.0,19.6,39.1,58.7,76.3]

;masked image Ci200f

;masked image Ci220f

;masked image Ci240f

;masked image Ci260f

;masked image Ci278f
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;DOTHE REGRESSION

TCALP2=LIN_FITWPP(AP2,y,yfp2,sigyp2,sigyxp2,rp2)

;DISPLAY THE FINAL IMAGES
;goto,skip1 ;skipmakingimages

;maketheimagewidowxszXyszSun-pixelsbig
window,xsize=xsz,ysize=ysz ;maskedimage
tvscl,Ci278fm
skip1:

;REBIN THE IMAGE FILES
;rebinningperformsabilinear interpolationto createlessdensematrices.
;goto,skip2 ;skiprebinningandmakingsurfaceplots

Ci278fmr2=rebin(Ci278fm,xsz/9,ysz,/9)

;DISPLAY IMAGE SURFACEPLOT

window,2,xsize=578,ysize=384
surface,Ci278fmr2,skirt=0,ax=60,az=40 ;surfaceof correctedimage
skip2:

;WRITE THE CALIBRATION DATA TO A FILE
;goto,skip3 ;skipwriting cal.data

status---dc_write_free('/home/hemingway/a/partridg/datout/ctcalp2.dat',$
AP2,y,TCALP2,yfp2,sigyp2,sigyxp2,rp2,/col)

skip3:

;CLOSEFILES

close,7
close,8
close10
close11
close12
close13
close14
close15
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close,16
end

;SUBROUTINES:

;LIN_FITWPP.PRO
;is amodificationof POLY_FIT.PROto give thecorrelationcoeff.Of thefit.
;modifiedby w.p.partridge,jr.5-9-95
;codefollows methodsdescribedby J.P.Holmanin ExperimentalMethodsfor
;Engineersp.87.

FUNCTION LIN_FITWPP,X,Y,YFIT,SIGMAY,SIGMAYX,R

;NAME:
; LIN_FITWPP

;PURPOSE:
; Least square polynomial fit with optional error estimates.

; Old version, uses matrix inversion. Newer version is SVDFIT

; which uses SVD and is more flexible but slower.

;CALLING SEQUENCE:

; COEFF = POLY_FIT(X,Y [,YFIT, SIGMAY,SIGMAYX,R] )

;INPUTS:

; X = independent variable vector.

; Y = dependent variable vector, should be same length as x.

; NDEGREE = degree of polynomial to fit (1 for linear fit)

;OUTPUTS:

; Function result= Coefficient vector, length NDEGREE+I.

;OPTIONAL PARAMETERS:

; YFIT = Vector of calculated Y's. Has error + or - YBAND.

; SIGMAy = Standard deviation in Y units.

; SIGMAyx = Standard deviation in Y units.

; R = Correlation coefficients.

ON_ERROR,2 ;return to caller if error

XX = X*I. ;be sure x is floating or double

N = NELEMENTS(X) ;size

IF N NE N_ELEMENTS(Y) THEN $



273

message,'XandY musthavesame# of elements'

;SETSOTHAT WILL ONLY MAKE A LINEAR FIT

NDEGREE= 1

M = NDEGREE+ 1

A = DBLARR(M,M)
B = DBLARR(M)
Z = DBLARR(N)+I.

A(0,0)= N
B(0) = TOTAL(Y)

;# of elementsincoeffvec.

;coeff matrix

;will contain sum y * x^j

FOR P = 1,2*NDEGREE DO BEGIN ;POWER LOOP.

Z=Z*XX ;z is now x^p

IF P LT M THEN B(P) = TOTAL(Y'Z) ;b is sum y*xxnj

SUM = TOTAL(Z)

FOR J= 0 > (P-NDEGREE), NDEGREE < P DO A(J,P-J) = SUM

END ;end of p loop.

A = INVERT(A) ;INVERT MATRIX.

;IF A IS MULTIPLIED BY SIGMAyx SQUARED, IT IS THE

;CORRELATION MATRIX.

C = float(b) # a ;Get coefficients

IF (N_PARAMS(0) LE 2) THEN RETURN,C ;exit if no fit predictions.

YFIT = FLTARR(N)+C(0) ;kilt 3flit

FOR K = 1,NDEGREE DO YFIT = YFIT + C(K)*(XX^K) ;form yfit.

IF (N_PARAMS(0) LE 3) THEN RETURN,C ;exit if no error estimates.

YM=TOTAL(Y)/N ;compute mean value of y

SIGMAY = TOTAL((Y-YM) ^ 2) / (N-l) ;compute sigmay

SIGMAY = SQRT(SIGMAY)

SIGMAYX = TOTAL((YFIT-Y) ^ 2) / (N-M) ;compute sigmayx

SIGMAYX = SQRT(SIGMAYX)
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R=I-(SIGMAYX^2)/(SIGMAY^2)
R=SQRT(R)

RETURN,C
END
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Ap_ndix F - Uncemainty Analysis

Both the LSF and PLIF measurements have uncertainties which must be quantified

in order to assess the quantitative nature of the resulting [NO] measurements. All

fluorescence measurements have an uncertainty associated with their repeatability. This

precision varies with local [NO] and, hence, will be a function of location within the IDF.

Moreover, it is this precision which dictates the detection limit of the LSF and PLIF

measurements. The process of converting the measured fluorescence signal to [NO], via

application of the CF, introduces an additional uncertainty due to that of the CF. In fact,

the CF has both accuracy and precision components to its uncertainty. The precision of

the CF reflects the repeatability of the CF. This is influenced by experiment-to-experiment

variations in the calibration flame as well as the measurement precision. The accuracy of

the CF is influenced by that of the standard NO gas and the gas metering system, as well

as a systematic uncertainty due to the finite destruction of doped NO in the calibration

flame. The accuracy of the metering system is related to fluctuations in the rotameter

settings about the optimal settings throughout a given calibration process. These

individual uncertainties may be combined via the method of propagation of errors to

determine the cumulative uncertainty in the final [NO] measurement (Taylor, 1982).

This appendix evaluates the uncertainty in the LSF and PLIF measurements of NO

concentration. Common uncertainty contributions due to the accuracy of the calibration

factor are evaluated in Section F. 1. The cumulative uncertainties in the LSF and PLIF

measurements of [NO] are then determined in Sections F.2 and F.3, respectively. All

uncertainties are based on a 95% confidence interval.

F. 1 Common Measurement Uncertainties

The contribution of the accuracy of the calibration procedure to the final

measurement uncertainty is common to both the LSF and PLIF experiments. The doped

[NO] in the calibration flame may be expressed using Eq. (E.1) as
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t'lR n R VNOIN2 nR
Dp - D RL - C 8L - 1)R C 8L , (F.1)

np np VT np

where L represents a constant fraction of NO that is destroyed in the calibration flame. In

Eq. (F.1), the total molar ratio (nR/n P) is assumed to be known exactly based on a

completely reacted calibration flame. The accuracy of "_ is dictated by that of the CzH6,

Oz, N2, and NO/N z rotameter settings, and the accuracy of C Bis dictated by the

manufacturer's calibration. The individual accuracies of '_1R, CB, and L are developed

below and then propagated through a least-squares-fitting routine to determine the

cumulative accuracy of the CF.

From Eq. (F.1), it is clear that the relative uncertainty in _q_, eVR, is equal to the

quadrature sum of the relative uncertainties in "V'Nomzand "qa-,i.e.,

[ +

However, in order to implement Eq. (F.2), the relative uncertainty in the total volumetric

flow rate must be determined. Since the total volumetric flow rate is simply the sum of

those of the individual gases, its absolute uncertainty, _i_/-r, is equal to the quadrature sum

of the absolute uncertainties of the component gases, i.e.,

[ + ]o,

Hence, with the absolute accuracy of the individual volumetric flow rates known, _iVr may

be calculated from Eq. (F.3); the relative uncertainty in the total flow rate may then be

determined using the relationship e'v"r = 6VrfQT, so that c_R may be calculated using Eq.

(F.2) and e'v'r_o_z = 6VNo_zfgNOm=-

Fluctuations in the volumetric flow rates of the component gases about the desired

rotameter settings clearly affected the accuracy of the NO doping. It was observed that

the fluctuations were no greater than one scale reading for all gases and calibration flames.

Hence, for each gas and calibration flame, the absolute uncertainty in the volumetric flow
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rateof aspecificgaswascalculatedbasedon twicethestandarddeviationof themeanof

threevolumetric flow rates: thecorrespondingoptimalrotametersetting,theupperand

lower fluctuation limits (i.e.,theoptimalrotametersetting±1rotameterscalereading).

Theresultingabsoluteuncertaintiesin thecomponentgasesaretabulatedin TableF.1asa

functionof thecalibrationflame. TableF.1alsocontainsthecalibration-specificresults

for 6_'a-,ascalculatedfrom Eq. (F.3),ande'_ZR,ascalculatedfrom Eq.(F.2). These

resultsdemonstratethattherelativeuncertaintyin thevolumeflow rateratio is afunction

of theNO dopinglevelor thecalibrationflame.

BasedonEq. (F.1),therelativeuncertaintyin Dp,eDp,maybedeterminedby the

quadraturesumof thatin "_R,CB,andL, i.e.,

Therelativeuncertaintyin CBwastakento be4%basedonmanufacturer'sspecifications

(Airco, 1993),andthatdueto L wastakento be5%basedonpreviousmodeling(Reisel,

1994).TableF.2containsthecomponentandcumulativerelativeuncertaintiesfor each

dopinglevel ascalculatedviaEq. (F.4)from thedatain TableF.1. In TableF.2,D_ is

equalto Dpwith aconstantoffsetof 0.1ppm,andisrequiredfor the least-squares-fitting

routineasdescribedbelow. Moreover,TableF.2providestheabsoluteuncertaintyin

termsof bothDpandD*p.

Theuncertaintiesin theaccuracyof Dpmaybepropagatedthroughaleast-

squares-fittingroutine(BevingtonandRobinson,1992)to determinetheir influenceon the

uncertaintyin theaccuracyof thecalibrationfactor. Recallfrom SectionE.1that

determinationof thecalibrationfactoris not influencedby aconstantoffset. Hence,CFtsF

andCFPnwarenot influencedby usingD_ ratherthanDI,. Moreover,theabsolute

uncertainties6D_ and6Dpareequivalentto onedecimalplace. However,theerror

propagationroutinerequiressomefinite butsmallvalueat thelowestdopingcondition.

This is thebasisfor usingD*pin placeof Defor evaluatingtheaccuracyof thecalibration

factor.
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Table F. 1 Uncertainties in the determination of 9"R.

Dp Absolute Uncertainties, _V i (SLPM) Relative Uncertainties, eX

C2H6 02 Nz NO/N2 T(ppm)
0

19.6

39.1

58.7

76.3

0.0039

0.0039

0.0039

0.0039

0.0039

0.0081

0.0081

0.0081

0.0081

0.0081

0.0546

0.0549

0.0553

0.0558

0.0565

0.0000

0.0087

0.0184

0.0192

0.0136

0.0554

0.0563

0.0590

0.0597

0.0588

VNO_2
0.0000

0.0341

0.0361

0.0251

0.0136

VT VR

0.0138 0.0138

0.0141 0.0369

0.0147 0.0390

0.0149 0.0292

0.0147 0.0201

Table F.2 Accuracies in the determination of Dp and D],.

Dp D*p eX _SX(ppm)

VR L Dr, D'r,(ppm)
0

19.6

39.1

58.7

76.3

(ppm)
0.1

19.7

39.2

58.8

76.4

0.0138

0.0369

0.0390

0.0292

0.0201

CI_
0.0400

0.0400

0.0400

0.0400

0.0400

0.0500

0.0500

0.0500

0.0500

0.0500

0.0655

0.0739

0.0750

0.0704

0.0671

Dp

0.0000

1.4485

2.9314

4.1314

5.1196

0.0066

1.4559

2.9389

4.1385

5.1263
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The results for a given LSF and PLIF experiment (Run B for LSF; Run C for

PLIF) are tabulated in Table F.3, along with the results of the accuracy propagation for

the calibration factor. These calibration factor accuracies were determined by using

equations which describe the error in the least-squares fitting procedure (Bevington and

Robinson, 1992), i.e.,

I'll6CF = -_ _ ,-'----_, (F.5)
5Dvj

and

(F.6)

where C represents C_ F and Ci2 for the LSF and PLIF measurements, respectively, and j

indexes the values of C with the corresponding values of D_ (i.e., 0.1, 19.7, 39.2, 58.8,

and 76.4). The calibration factors are in units of ppm/V for the LSF experiments and

ppm/counts for the PLIF experiments as discussed in Sections E.1 and E.2, respectively.

Table F.3 indicates that the cumulative accuracy contribution to the uncertainty in the

calibration factor is approximately 3.7% and 3.9% for these specific LSF and PLIF

experiments (i.e., Run B for LSF, and Run C for PLIF), respectively. The average value

of this uncertainty for all of the LSF and PLIF runs was approximately 3.6% and 3.8%,

respectively.

F.2 LSF Measurement Uncertainty

As discussed in Section D. 1, C_ v was determined as the difference in the

measured signal and an elevation-specific background; this background was determined as

the average of two background measurements taken at a given elevation. Hence, the

absolute uncertainty in C_ F may be determined as
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Table F.3 Accuracies in the determination of the LSF and PLIF calibration factors.

Dp D*p 6D'p Co tsF Ci2

(ppm)

0

19.6

39.1

58.7

76.3

(ppm)

0.1

19.7

39.2

58.8

76.4

(ppm)

0.0066

1.4559

2.9389

4.1385

5.1263

(v)

-0.0329

-0.0834

-0.1414

-0.2189

-0.2380

(counts)

0.0887

0.2488

0.4244

0.5833

0.8370

I CF: [ -344.31eCF (%) : 3.69 103.56 [3.92
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6C_ SF [ [6c LSFI 2 [6c LSFI 2 ] 0.5= _ O ]UNC +_ O ]BKG ' (F.7)

where

(F.8)

and the subscripts UNC, BKG, BKG1 and BKG2 have been added to indicate the

uncorrected, averaged background, initial background, and final background

measurements, respectively. AU LSF measurements were determined as the average of

400 signal events. Hence, the uncertainty in each LSF measurement was taken as twice

the standard deviation of the mean of the corresponding 400 single-shot measurements.

Based on this measurement uncertainty alone (i.e., not accounting for the uncertainty in

the CF) and for the LSF calibration at Dp=0, the natural [NO] was calculated to be

11.3 ppm for Run B, with an absolute uncertainty of 1.6 ppm which corresponds to a

signal-to-noise ratio (SNR) of 7.3. The other Dp calibration flames were observed to have

larger SNRs (i.e., SNR _ 12 to 18). These values of the SNR provide an indication of the

contribution of the precision of the individual LSF measurements to the final measurement

uncertainty at this specific [NO] of - 11.3 ppm.

To determine the precision of the calibration factor for the LSF measurements, the

LSF calibration procedure described in Section E. 1 was repeated eight times. These

multiple calibrations were performed using each of two standard NO mixtures (i.e.,

CB=313 ppm NO in N 2 from Airco, and CB=392 ppm NO in N2 from Matheson). The

precision of the CF rsF was determined as twice the sample standard deviation of the

individual CF t'sF values. Using the two extreme CF t'sF values to determine the worst case

precision, the precision of the CF rsF was determined to be approximately 20%. This was

combined with the uncertainty contributed by the accuracy of the CF LsF via quadrature

summation (Taylor, 1982), i.e.,
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_ 2 ] (F.9)¢CF LsF (ecv l"SF)z + (cCF F)aCC o.5= PRE '

where the subscripts PRE and ACC have been added to indicate the uncertainty

contributions due to precision and accuracy, respectively. Hence, the 3.7% accuracy

calculated in Section F. 1, when combined with the 20% precision, provides a cumulative

uncertainty in the LSF calibration factor of 20.3%.

Based on Eq. (E.6), the cumulative uncertainty in the LSF measurement of relative

[NO] is

Using Eqs. (F.7), (F.8), and (F.10) with 6CFt'SF=20.3%, the uncertainty in the 310 LSF

measurements of Nra_r in the AIDF can be calculated. The resulting relative and absolute

uncertainties are plotted versus NTa_Tin Fig. F.1. From the relative uncertainty plot of Fig.

F. 1, it is apparent that the majority of the data points produce signal levels of 20 to

60 relative ppm with a relative uncertainty of ~22%. This corresponds to a SNR of -4.5.

The increasing relative uncertainty with decreasing measured [NO] in Fig. F. 1 is

characteristic of a measurement approaching its detection limit. The LSF detection limit

was determined from the 8NTa_a-vs. NT,RZ data of Fig. F. 1. The least-squares fit to this

data was calculated to be 6NTa_r=0.206(Nrarr)+0.464. Since the detection limit is defined

as the point where the SNR=I, it may be identified on Fig. F.1 as the point where

_iNr.m.=Nra T (i.e., where the SNR=I curve crosses the best-fit curve). From this

definition, it is clear that the relative uncertainty is 100% at the detection limit. Using the

absolute uncertainty data of Fig. F. 1, the detection limit of the LSF measurements was

determined to be Na-Rr=0.6 ppm. This value is in good agreement with values previously

reported in the literature for LSF measurements of [NO] at atmospheric pressure (Reisel

et al., 1993).
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F.3 PLIF Measurement Uncertainty

Evaluation of the uncertainty in the PLIF measurements was complicated by the

use of on-chip integration. Recall that on-chip integration consists of integrating multiple

PLIF events between CCD readouts. This method was used to enhance the measurement

SNR by reducing the readout noise. In fact, integration of 1800 images on chip (as

indicated by t_p=180.05 s in Table D.1), reduces the readout noise by a factor of 1/1800

as compared to reading out the images separately and then summing via post processing.

Unfortunately, as a result of this on-chip integration, information concerning the shot-to-

shot fluctuations in the individual PLIF images is lost. Hence, the precision of the PLIF

measurements could not be determined from the standard deviation of the mean of the

individual signals as with the LSF measurements.

The precision of the PLIF measurements was based on comparing the results of

five PLIF runs (labeled Runs C, D, E, F, and G) on a point-by-point basis. The local

precision of any given PLIF measurement was then specified as twice the sample standard

deviation of the measured variable Ni2 or Ci2 for the five runs. The standard deviation of

the mean was not the appropriate parameter to use here since the results of a single run

were ultimately used and not the average of the five runs. Clearly, an analysis based on

the uncertainty in the component images would provide more detailed information. Such

measurements of the uncertainty in the fundamental images could be propagated through

the image analysis routine described in Appendix D to arrive at the uncertainty of the final

Ni2 or Ci2 variable. Moreover, such an analysis scheme would indicate the sensitivity of

the final measurement to the uncertainty in the individual images. Nevertheless, basing the

PLIF measurement precision on the final Ni2 or Ci2 variable provided a realistic and

reliable estimate of this component of the measurement uncertainty.

CF vI'w was determined for each of the five PLIF calibrations (corresponding to

Runs C, D, E, F, and G) as described in Appendix E. Using the method described above,

the precision of CF _'Ln:,(eCFVLIF)v_, was determined to be approximately 20%. This was

combined with the 3.9% accuracy of the calibration factor, (eCFVLn:)Ac o using Eq. (F.9) to

provide a cumulative uncertainty in the PLIF calibration factor of approximately 20.4%.
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Theprecisionof thePLIFmeasurementswasbasedon thecalculatedNi2 values

for thefive PLIF runs,asdefinedin Eq.(D.9). ThePLIF imagedatawasbinnedat 29

radiallocations(-14mm < r < 14ram)and10elevations,asdescribedin AppendixG

usingtheprogramBIN6. Thelocationandareaof thebinningapproximately

correspondedto thelocationandprojectedslit areausedfor theLSF measurements.The

binningprocedureproduced1450point measurementsfor thefive PLIF runs. These

resultswerethencomparedto determiningtheaverageandsamplestandarddeviationona

point-by-pointbasisfor theNi2 parameter.Thisproduced290point valuesof average

Ni2 andabsoluteuncertaintyin Ni2, spanningtherangeof PLIFsignalsthroughoutthe

AIDF. Therelativeandabsoluteuncertaintiesin theseNi2 pointsareplottedin Fig. F.2

andarelabeledeNi2 and6Ni2, respectively.Thereis clearlymorescatterin thePLIF

dataascomparedto theLSFdataof Fig. F.1. Fromtherelativeuncertaintyplot in Fig.

F.2,it is apparentthatthemajority of thedatapointsproducea signallevel of

approximately0.2to 0.54countsandhavearelativeuncertaintyof approximately18%.

Thiscorrespondsto aSNRof approximately5.6. Thedetectionlimit for thePLIF

measurementswasdeterminedfrom the6Ni2 vs.Ni2 dataof Fig. F.2. Theleast-squares

fit to thisdatais shownandwascalculatedto be6Ni2=0.1588*Ni2+0.0112.The

detectionlimit for thePLIF measurementswasdeterminedto beNi2=0.0133counts,

basedoncalculationof thepoint wherethebestfit line crossestheSNR=I line. This

valuecorrespondsto Na-ar,RQvaluesfrom ~1.4ppmto ~1.7ppmdependingonwhich

CFPr'wwasused.Thiswasfoundto bein goodagreementwith separateestimatesof the

detectionlimit basedon thePLIFcalibrations.

BasedonEq.(E.13),thecumulativeuncertaintyin thePLIF measurementsof

relative[NO] is

62Vr2T,_Q = [(rCFPLIF)2 + (ENi2) 2 ]0.5 (F.11)

The least-squares fit to the 6Ni2 vs. Ni2 data of Fig. F.2 was used to characterize the

absolute uncertainty in Ni2 for any given PLIF experiment. Hence, 6Ni2 was calculated

for each binned point in the image, and used to determined the relative uncertainty via
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eNi2 = 6Ni2/Ni2. This value was subsequently used with eCFPLn==20.4% and Eq. (F. 11)

to determine the uncertainty in the 290 binned PLIF measurements of NTa_T.RQ in the

AIDF. The resulting relative and absolute uncertainties for PLIF Run C are plotted versus

N-raTS_Qin Fig. F.3. The smoothness of the data in Fig. F.3, compared to Fig. F.2, is due

to the use of a least-squares fit to characterize the uncertainty in Ni2 as a function of

signal level. Figure F.3 indicates that the majority of the 290 binned PLIF measurements

correspond to 25 to 55 relative ppm with a relative uncertainty of -28%. This result

corresponds to a SNR of ~3.6, which reflects a further degradation of the SNR due to

application of the CF. This degradation of the SNR is due to the uncertainty in the CF.
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Appendix G - Image Binning Prom-am

To compare the PLIF images to the LSF measurements, the PLIF images were

sampled at locations corresponding to those of the LSF measurements. Moreover, the

PLIF images at these sample locations were binned over a 1 pixel by 19 pixels (i.e., 56 _am

by 1.06 mm) region which approximately corresponded to the projected slit area used for

the LSF measurements (i.e., 68 1am by 1.0 mm). The program BIN6c was used to

perform these operations for PLIF Run C, using data generated in the image analysis

program IMACORR4c.

;mxs=29

;mxe=577

;mys=13

;mye=255

;BIN6c

;Program to bin the PLIF image at selected elevations so that it may be compared to

;the LSF array data.

;Program operates on the parameters produced by the program IMACOR4_

;So, run IMACOR4_ first via ".mew imacor4_" and then run this program

;to generate the appropriate data files via ".run binl".

;Program also provides space specific sampling of the output from the

;primary images. This may be used in the uncertainty analysis of the

;PLIF measurement.

;This program works only if the masking parameters used in IMACOR4_

;are as follows:

;beginning mask x value

;ending mask x pixel value

;beginning mask y pixel value

;ending mask y pixel value

; 6-10-95 wpp jr.

; 6-24-95• 6-31-95

;LOCATION OF Z-PIXELS

z=[14,13,12,11,10,9,8,7,6,5,4,3,2,1,0,-1,-2,-3, $

-4,-5,-6,-7,-8,-9,-10,-11,-12,-13,-14] ;z locations in mm
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zelements=N_Elements(z)
dz=18 ;densityof binneddatain z direction(18pixels= 1mm)
zpix=274+z*dz ;correspondingz locationsin pixels
bin=19 ;numberof pixelsbinnedat eachz location
pnbin=(bin-1)/2 ;positive/negativebinningrange
zstart=zpix-pnbin
zend=zpix+pnbin

;LOCATION OF Y-PIXELS

y=[3,4,5,6,7,8,9,11,13,15] ;y locationsin mm
yelements=N_Elements(y)
dy=18 ;densityof binneddatain y direction

;18pixels= 1mm
ypix=13+(y-3)*dy ;correspondingy locationin mm

;CREATEINTERMEDIATE ARRAY OF THE DATA TO BE BINNED:
;Firstandsecondindicesarethez andy locations,respectively,in thefinal binned
;army. Thethird indexis theindividualdatato bebinnedfor eachy,z location•

;DECLARE ARRAYSTO HOLD INTERMEDIATE DATA
;Notethat theoriginal imagestakenwith thePICSMA software(e.g.,ima,bkg,
;lib....) areintegerarrayssotheyaredeclaredasintarr. However,theprocessed
;arrays(e.g.,Nfmi ...)arenotnecessarilyintegervaluesoaredeclaredasfloating
;pointarraysor fltarr.

Nfmi=fltarr(zelements,yelements,bin)

;Thefollowing arethesupplementaldatafor theuncertaintyanalysis.Nomenclature
;isin programimacor4c.

imami=intarr(zelements,yelements,bin)
bkgrni=intarr(zelements,yelements,bin)
libmi=intarr(zelements,yelements,bin)
sn2mi=intarr(zelements,yelements,bin)
sn2bmi=intarr(zelements,yelements,bin)
NilFmi=fltarr(zelements,yelements,bin)
LSDFmi=fltarr(zelements,yelements,bin)
Ni2fmi=fltarr(zelements,yelements,bin)

for I=0,yelements-1do begin ;eachelevation
ypos=ypix(i)
for j=0, zelements-1dobegin;eachradiallocation
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endfor
end_for

for k=0, bin-1dobegin

endfor

;eachbin element
zpos=zstart(j)+k
Nfmi(j,i,k)=Nfm(zpos,ypos)
imami(j,i,k)=imam(zpos,ypos)
bkgmifj,i,k)=bkgm(zpos,ypos)
librni(j,i,k)=libm(zpos,ypos)

sn2mi(j,i,k)=sn2m(zpos,ypos)

sn2bmi(j,i,k)=sn2bm(zpos,ypos)

Ni 1Fmi(j,i,k)=Nil Fm(zpos,ypos)

LSDFmi(j,i,k)=LSDFm(zpos,ypos)

Ni2frnifj,i,k)=Ni2fm(zpos,ypos)

. :_:_:_:_:_ _:_:_:_:_:_:_:_:_:_:_:_:_:_:¢:_ _ _ _ • _ _ _ _ __ _ _*_

;DECLARE ARRAYS TO HOLD THE BINNED DATA

Nfmb=fltarr(zelements,yelements)

;The following are the supplemental data for the uncertainty analysis. Nomenclature

;is in program imacor4c.

imamb=fltarr(zelements,yelements)

bkgrnb=fltarr(zelements,yetements)

libmb=fltarr(zelements,yelements)

sn2mb=fltarr(zelements,yelements)

sn2bmb=fltarr(zelements,yelements)

NilFmb=fltarr(zelements,yelements)

LSDFmb=fltarr(zelements,yelements)

Ni2fmb=fltarr(zelements,yelements)

;NOW BIN THE DATA

;First index is the radial location (i.e., z) and the second index is the elevation (i.e., y).

for i=0,yelements- 1 do begin ;each elevation

for j=0, zelements-1 do begin ;each radial location

vecl=Nfmi(j,i,*)

Nfmb(j,i)=AVG(vec 1)

vec2=imami(i,i,*)

imamb(i,i)=AVG(vec2)

vec3=bkgrni(j,i,*)

bkgmb(j,i)=AVG(vec3)

vec4=libmi(j,i,*)
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endfor
endfor

libmb(j,i)=AVG(vec4)

vec5=sn2mi(j,i,*)

sn2mb(j,i)=AVG(vec5)

vec6=sn2bmi(j,i,*)

sn2bmb(j,i)=AVG(vec6)

vec7=NilFmi(j,i,*)

NilFmb(j,i)=AVG(vec7)

vec8=LSDFmi(j,i,*)

LSDFmb(j,i)=AVG(vec8)

vec9=Ni2fmi(j,i,*)

Ni2fmb (j,i)=AVG (vec9)

************************************************************************

; WRITE THE BINNED DATA TO A DATA FILE

status--dc_wnte_free('/home/hemingway/a/partridg/datout/bin/cnfmb.dat', $

Nfmb(*,0), Nfmb(*,l), Nfmb(*,2), Nfmb(*,3), Nfmb(*,4), Nfmb(*,5), $

Nfmb(*,6), Nfmb(*,7), Nfmb(*,8), Nfmb(*,9),/col)

status=dc_wnte_free('/home/hemingway/a/partridg/datout/bin/cimamb.dat', $

imamb(*,0), imamb(*,l), imamb(*,2), imamb(*,3), imamb(*,4), $

imamb(*,5), imamb(*,6), imamb(*,7), imamb(*,8), imamb(9),/col)

status=dc_wnte_free('/home/hemingway/a/partridg/datout/bin/cbkgmb.dat', $

bkgmb(*,0), bkgrnb(*,l), bkgmb(*,2), bkgmb(*,3), bkgmb(*,4), $

bkgmb(*,5), bkgmb(*,6), bkgmb(*,7), bkgmb(*,8), bkgmb(*,9),/col)

status--dc_wrlte_free('/home/hemingway/a/partridg/datout/bin/clibmb.dat', $

libmb(*,0), libmb(*,l), libmb(*,2), libmb(*,3), libmb(*,4), $

libmb(*,5), libmb(*,6), libmb(*,7), libmb(*,8), libmb(*,9),/col)

status---dc_wnte_free('/home/hemingway/a/partridg/datout/bin/csn2mb.dat', $

sn2mb(*,0), sn2mb(*,l), sn2mb(*,2), sn2mb(*,3), sn2mb(*,4), $

sn2mb(*,5), sn2mb(*,6), sn2mb(*,7), sn2mb(*,8), sn2mb(*,9),/col)

status---dc_wnte_free('/home/hemingway/a/partridg/datout/bin/csn2bmb.dat', $

sn2bmb(*,0), sn2bmb(*,l), sn2bmb(*,2), sn2bmb(*,3), sn2bmb(*,4), $

sn2bmb(*,5), sn2bmb(*,6), sn2bmb(*,7), sn2bmb(*,8), sn2bmb(*,9),/col)

status--dc_wnte_free('/home/hemingway/a/partridg/datout/bin/cni lfmb.dat', $

NilFmb(*,0), NilFmb(*,l), NilFmb(*,2), NilFmb(*,3), NilFmb(*,4), $

NilFmb(*,5), NilFmb(*,6), NilFmb(*,7), NilFmb(*,8), NilFmb(*,9),/col)
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status=dc_write_free('/home/hemingway/a/partridg/datout/bin/clsdfmb.dat',$
LSDFmb(*,0),LSDFmb(*,1),LSDFmb(*,2),LSDFmb(*,3),LSDFmb(*,4),$
LSDFmb(*,5),LSDFmb(*,6),LSDFmb(*,7),LSDFmb(*,8),LSDFmb(*,9),$
/col)

status--dc_write_free('/home/hemingway/a/partridg/datout/bin/cni2fmb.dat', $

Ni2fmb(*,0), Ni2fmb(*,l), Ni2fmb(*,2), Ni2fmb(*,3), Ni2fmb(*,4), $

Ni2fmb(*,5), Ni2fmb(*,6), Ni2fmb(*,7), Ni2fmb(*,8), Ni2fmb(*,9),/col)

end
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Appendix H - Fluorescence Measurements Data

The [NO] data resulting from the various measurements and experimentally-based

enhancement procedures is presented in this appendix. The 290 LSF measurements of

[NO] and their associated absolute uncertainties discussed in Section 7.1 are tabulated in

Tables H. la and H.lb. The 290 binned-PLIF measurements of [NO] and their associated

absolute uncertainties discussed in Section 7.3 are tabulated in Tables H.2a and H.2b. The

[NO] measurements resulting from application of the single-input, multiple-input and

minimal-input experimentally-based PLIF enhancement procedures discussed in Sections

7.4.1, 7.4.2 and 7.4.3, respectively, are tabulated in Tables H.3, H.4 and H.5.
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TableH.la Valuesanduncertaintiesfor theLSFpoint measurementsof [NO] in the
AIDF, at y = 3, 4, 5, 6 and7 mm abovetheAIDF burnersurface,discussed
in Section7.1. Thespatiallocationof themeasurementsis indicatedby the
parametersy (mm)andr (mm)asdefinedin Figure5.17. NT.Rrrepresents
themeasured[NO] in relativeppmcalculatedusingEq. (E.6)and5NTa_T
representsthecorrespondingabsoluteuncertaintyin theNT.Rrmeasurement
ascalculatedin SectionF.2.

LSF LSF LSF LSF L$F LSF LSF LSF LSF LSF
RUN B RUN B RUN B RUN B RUN B RUN B RUN B RUN B RUN B RUN B

y=3mm y=3mm y=4mm y=4mm y=5mm y=5mm t=6mm y=6mm y=7mm y=7mm
r NT.m- 8NT,RT NT,m _NT.RT NT.laT 8NT,RT NT.m" _NT.RT NT,m _iNT,RT

(ram) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm)
14.0 3,9 1.1 4.1 1.3 6,9 1.9 7.7 2.0 9.5 2.4
13.0 17.2 4.0 19.0 4.4 22.1 5.2 23.3 5.3 24,9 5.6
12.0 34.9 7.6 35.7 7.8 37,9 8.3 37.9 8.2 38.6 8.5
11.0 46.4 10.0 45.5 9,8 '48.0 10.4 46.0 9.9 50.8 10.9
10.0 53.9 11.5 53,5 11,5 51.0 11.0 53.7 11.5 52.1 11.2
9.0 54.2 11.6 57.4 12.3 55,7 12,0 56.7 12.2 55.8 11.9
8.0 57.4 12.3 56.8 12.2 57.1 12.2 57.4 12.2 57.5 12.3
7.0 56.2 12.1 54.5 11.6 58.1 12.5 52.3 11.2 51.8 11.1
6.0 52.3 11.2 52.5 11.2 51.5 11.1 52.2 11.3 53.7 11.5
5.0 50.7 10.9 48.2 10.4 51.9 11.1 48.6 10.5 50.9 10.9
4.0 47.1 10.2 43.3 9.4 47.2 10.2 46.8 10.1 49.4 10.7
3.0 41.0 8.9 36.3 7.9 40.2 8.8 43.5 9.4 50.3 10.9
2.0 32.4 7.1 34.1 7.6 37.6 8.3 43.0 9.4 44.2 9.5
1.0 15.1 3.5 23.0 5.2 30.4 6.8 36.4 8.0 41.1 8.9
0.0 7.6 2.1 12.7 3.1 25.2 5.7 37.0 8.1 38.5 8.3
-1.0 18.4 4.3 24.5 5.6 35.2 7.8 35.5 7.7 43.1 9.4
-2.0 33.1 7.3 32.9 7.3 36.8 8.1 43.3 9.4 46.7 10.0
-3.0 40.5 8.8 36.7 8.0 45.2 9.7 44.1 9.6 46.9 10.1
-4.0 45.9 9.9 43.2 9.3 47.7 10.2 46.5 10.1 48.5 10.5
-5.0 50.5 10.9 47.3 10.2 51.3 11.0 49.4 10.7 52.0 11.1
-6.0 56.3 12.1 49.6 10.7 54.3 11.6 56,1 12.1 53.3 11.4
-7,0 54.9 11.8 52,3 11.2 55.7 11.9 56.7 12.2 56.3 12.1
-.8.0 55.4 11.8 53.7 11,6 56.6 12.1 55.6 11,9 56.6 12,1
-9.0 53.5 11.5 51.4 11.2 52.8 11.4 55.5 11.9 54.1 11.6

-10.0 53,4 11.5 52.3 11.2 50.0 10.8 51.9 11.1 49.3 10.6
-11.0 45.6 9.8 45.2 9.9 47.2 10.2 43.5 9.5 46.1 10.1
-12.0 34,0 7.6 37.4 8.3 38.3 8.4 37.7 8.3 33.6 7.4
-13.0 17.1 4.0 19.2 4.6 22.4 5.1 23.7 5.4 22.8 5.2
-14.0 4.1 1.3 7,5 2.1 9.1 2.4 8.1 2.1 10.2 2.6
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Table H. lb Values and uncertainties for the LSF point measurements of [NO] in the

AIDF, at y = 8, 9, 11, 13 and 15 mm above the AIDF burner surface,

discussed in Section 7.1. The spatial location of the measurements is

indicated by the parameters y (mm) and r (mm) as defined in Figure 5.17.

Nva_r represents the measured [NO] in relative ppm calculated using Eq.

(E.6) and 5NTa_T represents the corresponding absolute uncertainty in the

Nr.Rr measurement as calculated in Section F.2.

LSF LSF LSF LSF LSF LSF LSF LSF LSF LSF
RUN B RUN B RUN B RUN B RUN B RUN B RUN B RUN B RUN B RUN B

y=8mm y=8mm y=9mm y=9mm y=llmm y=11mm y=13mm y=13mm y=15mm y=15mm
r NT,RT _NT.RT NT.RT _NT,RT NT,RT _NT.RT NT.RT _NT.RT NT.RT _NT,Rr

(ram) (ppm) (0pm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm)
14.0 10.8 2.7 10.1 2.6 13.2 3.2 13.6 3.4 14.5 3.5
13.0 25.7 5.8 28.0 6.3 27.5 6,2 28.6 6.4 23.3 5.3
12.0 39.2 8,7 38.8 8.5 43.5 9.5 37.1 8.1 41.9 9.1
11.0 47.9 10.3 49.9 10.7 47.1 10.2 46.8 10.1 46.9 10.1
10.0 54.4 11.6 52.0 11.1 55.2 11,8 52.2 11.2 55.6 11.9
9.0 57.5 12.4 56.7 12,1 54.7 11.6 54.0 11.6 54.1 11.5
8.0 56.1 12.1 56.6 12,1 59.5 12.7 53.5 11.4 55.7 11.9
7.0 55.2 11.8 57.9 12.3 59.6 12.8 58.5 12.5 51.9 11.1
6.0 55.8 12.0 52,8 11.3 58.2 12.4 50.8 10.9 58.7 12.5
5.0 53.6 11.6 51.9 11.2 59.5 12.7 54.4 11.7 59.3 12.6
4,0 53.6 11.5 52.8 11.4 60.2 12.8 53.8 11.5 60.8 13.0
3.0 51.5 11.2 54.5 11.7 54.8 11.7 59.6 12.7 62.4 13.3
2.0 48.0 10.3 57.0 12.1 62.5 13.3 58.4 12.4 65.5 13.9
1.0 48.4 10.4 51.8 11.2 62.5 13.3 63,6 13.5 67.5 14.3
0.0 47.0 10.0 51.3 11.0 64.5 13.7 69.0 14.7 69.8 14.8
-1.0 47,4 10.3 52,3 11.1 59.7 12.7 68.0 14.4 68.2 14.4
-2.0 52.3 11.3 54,0 11.5 60,8 12.9 59.2 12.7 64.6 13,7
-3.0 50.7 10,9 53.5 11,5 54.5 11.7 56.5 12.0 59.4 12.7
-4.0 51.7 11.1 52.8 11.3 55.3 11.9 54.7 11.6 58.3 12.4
-5.0 52.0 11.2 51,2 11.0 51.6 11.1 50,5 10.9 56.7 12.1
-6.0 51.5 11.0 55.0 11.7 56.5 12.1 52.6 11.3 56.3 12.0
-7.0 54,5 11.7 54.8 11.7 56.6 12.1 53.2 11.5 56.3 12.2
-8.0 57.4 12.2 54.4 11.7 56.4 12.1 54.2 11.6 55.5 11.9
-9.0 56.7 12.1 52.6 11.3 55.0 11.8 56.7 12.2 53.7 11.5

-10.0 49.1 10.5 55.8 12.0 51.5 11.1 52.9 11.3 49.1 10.6
-11.0 47.1 10.1 44.9 9.7 44.5 9.7 44.4 9.6 44.9 9.8
-12.0 37.5 8.2 41.0 8.9 40.0 8.8 38.0 8.4 35.6 7.8
-13.0 26.3 6.1 26.7 5.9 26.2 6.0 26.2 6.0 25.2 5.7
-14.0 11.1 2.8 12.8 3.2 13.3 3.3 12.4 3.1 11.4 2.9
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Table H.2a Values and uncertainties for the 290 binned PLIF measurements of [NO] in

the AIDF, at y = 3, 4, 5, 6 and 7 mm above the AIDF burner surface,

discussed in Section 7.3. The spatial location of the 290 binned PLIF

measurements is indicated by the parameters y (ram) and r (mm) as defined

in Figure 5.17. Image sampling was performed using the program of

Appendix G. Nr,m.a_ Q represents the measured [NO] in relative ppm

calculated using Eq. (E. 12) and _iNa-a_r,RQrepresents the corresponding

absolute uncertainty in the Nraa.R Q measurement as calculated in Section
F.3.

PLIF PLIF PLIF PLIF PUF PLIF PLIF PLIF PLIF PLIF
RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C

y=3mm y=3mm y=4mm y=4mm y=5mm y=5mm y=6mm y=6mm y=7mm y=7mm
r NT,Rr.RQ _NT,RT,RQ NT.RT,RQ 6NT,RT,RQ NT.Rr.RQ qSNr,m,nQ NT.Rr.taQ _NT.RT.RQ NT,Rr,RQ _NT,RT,RQ

(mm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm)
14.0 5.9 2.4 11.0 3.7 6.2 2.5 9.3 3.3 7.9 2.9
13.0 17.1 5,2 21.0 6.2 22.1 6.5 24.8 7.2 18.6 5.6
12.0 27.9 8.0 26.1 7.5 33.6 9.5 36.4 10.2 33.5 9.4
11.0 33.2 9.3 37.5 10.4 36.3 10.1 40.4 11.2 42.9 11.8
10.0 43.5 12.0 47.0 12.9 42.6 11.8 49.1 13.4 40.7 11.3
9.0 44.5 12.3 47.4 13.0 48.2 13.2 46.3 12.7 44.1 12.1
8.0 49.1 13.4 42.3 11.7 48.3 13.2 49.3 13.5 48.2 13.2
7.0 49.2 13.5 49.8 13.6 49.7 13.6 50.4 13.8 48.5 12.0
6.0 49.3 13.5 45.6 12.5 48.2 13.2 50.0 13.7 43.4 12.0
5.0 43.9 12.1 42.1 11.6 42.8 11.8 44.3 12.2 43.4 12.0
4.0 38.4 10.7 37.3 10.4 43.2 11.9 42.2 11.7 42.6 11.8
3.0 31.2 8.8 32.8 9.2 36.9 10.3 44.3 12.2 41.4 11.5
2.0 25.7 7.4 29.1 8.3 33.6 9.4 36.8 10.3 36.9 10.3
1.0 12.9 4.1 20.6 6.1 26.7 7.7 32.3 9.1 ! 33.7 9.5
0.0 3.3 1.8 9.7 3.4 24.1 7.0 30.5 8.6 33.5 9.4
-1.0 11.8 3.9 17.0 5.2 27.8 7.9 38.2 10.6 35.4 9.9
-2.0 26.0 7.5 27.8 8.0 38.3 10.6 35.9 10.0 36.2 10.1
-3.0 33.4 9.4 34.3 9.6 42.5 11.7 45.1 12.4 39.7 11.0
-4.0 38.3 10.7 36.4 10.2 43.2 11.9 41.4 11.5 42.0 11.6
-5.0 44.9 12.4 44.2 12.2 48.0 13.1 47.7 13.1 44.1 12.2
-6.0 42.2 11.7 45.4 12.5 49.6 13.6 46.5 12.8 41.6 11.5
-7.0 49.1 13.4 43.4 12.0 50.7 13.9 48.7 13.3 43.5 12.0
-6.0 44.1 12.1 48.1 13,2 53,9 14.7 50.4 13.8 47,8 13.1
-9.0 47.0 12.9 45.7 12.6 53.6 14.6 52.5 14.3 46,2 12.7

-10.0 40.3 11.2 44.5 12.3 47.3 13.0 46.2 12.7 41.4 11.5
-11.0 37.7 10.5 34.2 9.6 40.5 11.2 43.5 12.0 40.7 11.3
-12.0 30.0 8.5 29.9 8.5 34.3 9.6 34.1 9.6 30.6 8.7
-13.0 19.2 5.7 19.4 5.8 25.8 7.4 22.3 6.6 25.1 7.3
-14.0 6.5 2.6 10.9 3.7 13.6 4.3 12.4 4.0 15.1 4.7
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Table H.2b Values and uncertainties for the 290 binned PLIF measurements of [NO] in

the AIDF, at y = 8, 9, 11, 13 and 15 mm above the AIDF burner surface,

discussed in Section 7.3. The spatial location of the 290 binned PLIF

measurements is indicated by the parameters y (mm) and r (mm) as defined

in Figure 5.17. Image sampling was performed using the program of

Appendix G. NraTa_Q represents the measured [NO] in relative ppm

calculated using Eq. (E. 12) and 6Nr,m, aQ represents the corresponding

absolute uncertainty in the N'ra_T,RQmeasurement as calculated in Section
F.3.

PLIF PLIF PLIF PLIF PLIF PLIF PLIF PLIF PLIF PLIF
RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C

y=8mm y=8mm y=9mm y=9mm y=llmm y=11mm y=13mm y=13mmiy=15mm y=15mm
r NT,m.RQ (_NT,RT.RQ Nr,m'.ao _NT.RT,RQ NT.R'r.RQ _NT.RT,RQ NT,RI",RQ _NT,Rr,RQ NT,I:rr.RQ (_NT.RT.RQ

(mm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm)
14.0 10.4 3.5 13.3 4.3 12.4 4.0 11.4 3.8 10.8 3.6
13.0 26.7 7.7 28.1 8.0 24.5 7.1 24.1 7.0 20.5 6.1
12.0 32.8 9.2 39.2 10.9 36.4 10.2 33.4 9.4 31.2 8.8
11.0 36.7 10.2 42.5 11.7 40.2 11.1 39.0 10.8 36.0 10.1
10.0 40.7 11.3 50.4 13.8 44.7 12.3 41.4 11.4 35.7 10.0
9.0 43.9 12.1 51.0 13.9 45.0 12.4 45.4 12.5 43.5 12.0
8.0 47.9 13.1 60.0 16.3 49.9 13.7 45.4 12.5 42.0 11.6
7.0 44.9 12.3 53.6 14.6 48.9 13.4 46.2 12.7 43.6 12.0
6.0 44.1 12.1 48.3 13.2 50.8 13.9 44.1 12.1 47.2 13.0
5.0 45.9 12.6 45.7 12.6 55.0 15.0 43.1 11.9 53.5 14.6
4.0 47.4 13.0 46.7 12.8 53.8 14.7 47.8 13.1 47.0 12.9
3.0 47.3 13.0 50.7 13.9 48.9 13.4 50.1 13.7 52.3 14.3
2.0 44.6 12.3 54.9 14.9 53.3 14.5 61.5 16.6 52.3 14.3
1.0 36.3 10.1 47.7 13.1 58.9 16.0 56.9 15.5 55.7 15.1
0.0 39.2 10.9 46.4 12.7 56.5 15.3 56.7 15.4 54.8 14.9
-1.0 40.6 11.2 46.5 12.8 60.9 16.5 58.3 15.8 51.4 14.0
-2.0 45.9 12.6 45.4 12.5 51.3 14.0 52.5 14.3 51.5 14.0
-3.0 44.6 12.3 51.0 13.9 51.6 14.1 51.2 14.0 54.4 14.8
-4.0 45.8 12.6 45.1 12.4 45.5 12.5 49.5 13.6 46.7 12.8
-5.0 43.7 12.0 50.9 13.9 47.3 13.0 45.6 12.5 47.3 13.0
-6.0 41.7 11.5 53.9 14.7 49.7 13.6 48.9 13.4 41.0 11.3
-7.0 44.6 12.3 52.2 14.2 51.4 14.0 45.4 12.5 42.3 11.7
-8.0 48.7 13.3 51.2 14.0 47.3 13.0 44.4 12.2 42.2 11.7
-9.0 54.3 14.8 49.0 13.4 52.2 14.2 39.7 11.0 43.5 12.0

-10.0 47.8 13.1 50.2 13.7 46.7 12.8 46.5 12.8 38.4 10.7
-1 1.0 39.1 10.9 41.3 11.4 43.1 11.9 39.3 10.9 35.0 9.8
-12.0 32.5 9.2 38.3 10.7 36.4 10.2 37.7 10.5 33.5 9.4
-13.0 25.7 7.4 25.2 7.3 28.3 8.1 29.1 8.3 26.9 7.7
-14.0 15.9 4.9 20.2 6.0 16.7 5.1 15.9 4.9 15.0 4.7
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Table H.3 Values for the 290 single-input enhanced binned PLIF measurements of

[NO] in the AIDF, discussed in Section 7.4.1. The tabulated data

represents the result of applying the single-input enhancement scheme to

the binned PLIF data of Table H.2. Specifically, each binned PLIF

measurement of Table H.2 was multiplied by Nra_r(Ys,rs)/Nx,Rr,Rq(Ys,rs) ,

where (y,,r,) is the location where the secondary LSF measurement was

made. The conveniently chosen location, (y,,r,), for the single secondary

LSF measurement was (7,7).

PLIF PLIF PLIF PLIF PLIF PLIF PLIF PLIF PLIF PLIF

RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C

y=3mm y=4mm y=5mm y=6mm y=7mm y=8mm y=9mm_y=11mm y=13mm y=15mm

r NT.RT,RQ NT,RT,RQ NT,RT.RQ NT,RT.RQ NT.RT.RQ NT.RT.RQ NT,RT.RQ NT,RT,RQ NT,RT,RQ NT.RT,RQ

(mm) (ppm') (ppm') (ppm') (ppm*) (ppm') (ppm*) (ppm =) (ppm') (ppm') (ppm')
14.0 7.0 13.1 7.4 11.1 9.4 12.4 15.8 14.8 13.5 12.8

13.0 20.3 25.0 26.3 29.5 22.1 31.7 33.4 29.1 28.6 24.3

12.0 33.2 31.0 40.0 43_2 39.8 39.0 46.6 43.3 39.7 37.1

11.0 39.5 44.5 43.2 48.1 51.1 43.7 50.6 47.8 46.4 42.9

10.0 51.8 55.9 50.7 58.4 48.4 48.5 60.0 53.2 49.2 42.5

9.0 53.0 56.4 57.3 55.0 52.4 52.2 60.7 53.5 54.0 51.8

8.0 58.4 50.3 57.4 58.6 57.3 57.0 71.4 59.4 54.0 50.0

7.0 58.5 59.2 59.1 59.9 51.8 53.4 63.8 58.1 55.0 51.8

6.0 58.7 54.2 57.3 59.5 51.6 52.4 57.4 60.5 52.4 56.2

5.0 52.2 50.1 50.9 52.7 51.6 54.6 54.4 65.5 51.2 63.6

4.0 45.7 44.4 51.4 50.2 50.6 56.3 55.5 54.0 56.8 55.9

3.0 37.1 39.0 43.9 52.7 49.3 56.3 60.3 58.2 59.6 62.3

2.0 30.5 34.6 39.9 43.7 43.9 53.1 65.3 63.4 73.2 62.2

1.0 15.3 24.5 31.8 38.4 40.1 43.2 56.8 70.1 67.7 66.2

0.0 3.9 11.6 28.7 36.3 39.9 46.6 55.2 67.2 67.5 65.2

-1.0 14.1 20.2 33.0 45.4 42.1 48.3 55.4 72.5 69.3 61.2

-2.0 31 .O 33.1 45.5 42.7 43.1 54.5 54.0 61.0 62.5 61.2

-3.0 39.7 40.8 50.5 53.7 47.2 53.1 60.7 61.3 60.9 64.7

-4.0 45.6 43.3 51.3 49.2 49.9 54.4 53.7 54.1 58.9 55.6

-5.0 53.4 52.5 57.1 56.7 52.5 52.0 60.6 56.3 54.2 56.2

-6.0 50.2 54.0 59.0 55.3 49.5 49.6 64.1 59.1 58.2 48.7

-7.0 58.4 51.6 60.3 57.9 51.8 53.1 62.1 61.1 53.9 50.3

-8.0 52.4 57.2 54.1 60.0 56.8 57.9 61.0 56.3 52.8 50.2

-9.0 55.9 54.4 63.8 62.4 55.0 64.6 58.2 62.1 47.2 51.7

-10.0 48.0 52.9 56.3 54.9 49.2 56.9 59.7 55.6 55.3 45.7

-11.0 44.8 40.7 48.1 51.7 48.4 46.5 49.2 51.3 46.7 41.6

-12.0 35.7 35.6 40.8 40.6 36.4 38.6 45.6 43.4 44.9 39.9

- 13.0 22.8 23.1 30.6 26.6 29.9 30.5 30.0 33.7 34.6 32.0

-14.0 7.8 13.0 16.2 14.8 17.9 18.9 24.1 19.8 18.9 17.9



300

Table H.4

PLIF
RUN C

y=3 mm
r N'r,RT,_

(mm) (ppm*')
14.0 7.1
13.0 22.9
12.0 32.2
11.0 39.3
IO.O 55.7
9.0 56.4
8.0 58.5
7.0 58.5
6.0 61.0
5.0 51.5
4.0 44.6
3.0 37.8
2.0 30.8
1.0 15.7
0.0 3.8

-1.0 14.4
-2.0 33.5
-3.0 39.4
-4.0 44.3
-5.0 52.9
-6.0 54.0

-7.0 63.5
-8.0 52.2
-9.0 55.0

-10.0 48.0
-11.0 42.7
-12.0 32.9
-13.0 17.4
-14.0 4.4

Values for the 290 multiple-input enhanced binned PLIF measurements of

[NO] in the AIDF, discussed in Section 7.4.2. The tabulated data

represents the result of applying the multiple-input enhancement scheme to

the binned PLIF data of Table H.2. Specifically, each binned PLIF

measurement of Table H.2 was multiplied by Nr,Rr(7,r)/Nzm-,xQ(7,r), i.e., a

radial-location-specific correction was applied to the binned PLIF

measurements. The binned PLIF and LSF data at an elevation of 7 mm

above the AIDF-burner surface were used to characterize the error

gradient in the image at all elevations.

PLIF PLIF PLIF PLIF PLIF PLIF PLIF PLIF PLIF
RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C

y=4mm y=5mm y=6mm y=7mm y=8mm y=9mm y=11mm y=13mm y=15mm
NT,m'.ao NT,aI.RQ Nr,m'_o NT.m'.RQ Nr.ar.Ro NT,Rr,_ NT.Rr,RQ NT.t:rr.IaQ NT.I:a'J:IQ

(ppm *°) (ppm*') (ppm'*) (ppm*') (ppm") (ppm") (ppm"*) (ppm**) (ppm'*}
13.3 7.5 11.2 9.5 12.6 16.0 15.0 13.7 13.0
28.1 29.6 33.2 24.9 35.7 37.6 32.7 32.2 27.4
30.0 38.7 41.9 38.6 37.7 45.1 42.0 38.4 35.9
44.3 42.9 47.8 50.8 43.4 50.3 47.5 46.1 42.6
60.1 54.6 62.9 52.1 52.2 64.6 57.3 53.0 45.7
60.0 61.0 58.6 55.8 55.6 64.6 56.9 57.4 55.1
50.5 57.6 58.8 57.5 57.1 71.6 59.6 54.1 50.1
59.2 59.1 59.9 51.8 53.4 63.8 58.1 55.0 51.8
56.4 59.6 61.9 53.7 54.5 59.7 62.9 54.5 58.5
49.4 50.2 52.0 50.9 53.8 53.7 64.5 50.5 62.7
43.3 50.2 49.0 49.4 55.0 54.2 62.5 55.5 54.6
39.8 44.8 53.7 50.3 57.4 61.6 59.4 60.8 63.5
34.9 40.3 44.1 44.2 53.5 65.9 63.9 73.8 62.7
25.1 32.6 39.5 41.1 44.3 58.3 71.9 69.5 68.0
11.2 27.7 35.1 33.5 45.1 53.4 65.0 65.2 63.0
20.7 33.9 46.6 43.1 49.5 56.8 74.3 71.1 62.7
35.9 49.3 46.2 46.7 59.1 58.4 66.1 67.6 66.3
40.5 50.1 53.3 46.9 52.7 60.3 60.9 60.4 64.3
42.1 49.9 47.9 48.5 52.9 52.2 52.7 57.3 54.1

52.0 56.5 56.2 52.0 51.5 60.0 55.7 53.7 55.7
58.2 63.5 59.5 53.3 53.4 69.0 63.7 62.6 52.5
56.1 65.6 63.0 56.3 57.7 67.5 66.5 58.7 54.7
57.0 63.9 59.8 56.6 57.7 60.7 56.1 52.6 50.0
53.6 62.8 61.5 54.1 63.6 57.4 61.2 46.5 51.0
53.0 56.3 55.0 49.3 56.9 59.8 55.6 55.4 45.7
38.7 45.8 49.3 46.1 44.3 46.8 48.8 44.5 39.7
32.9 37.7 37.5 33.6 35.7 42.1 40.0 41.4 36.8
17.6 23.4 20.3 22.8 23.3 22.9 25.7 26.4 24.4
7.4 9.2 8.4 10.2 10.7 13.7 11.3 10.7 10.2
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Table H.5

r

(rnm)
0.0

-1.0
-2.0
-3.0
-4.0
-5.0
-6.0
-7.0
-8.0
-9.0

-10.0
-11.0
-12.0
-13.0
-14.0

Values for the 150 minimal-input enhanced binned PLIF measurements of

[NO] in the AIDF, discussed in Section 7.4.3. The tabulated data

represents the result of applying the multiple-input enhancement scheme to

the binned PLIF data of Table H.2. Only half of the image is evaluated. In

the range - 11 mm <__r <__0 mm, a single-input procedure is used by

multiplying each point in the PLIF image by Nr_r(7,-11)/NT,m._Q(7,-11).

In the range - 14 mm __<r _ - 12 mm, a multiple-input procedure is used by

multiplying each point in the PLIF image by Nr_r(7,r)/Nra_a-.Rq(7,r), i.e., a

radial-location-specific correction was applied. By augmenting the

experimentally-based enhancement procedure design with knowledge of

the test environment, the number of secondary LSF measurements required

by this minimal-input procedure is reduced to four. Nevertheless, the

minimal-input procedure produces PLIF measurements nominally as

quantitative as a single LSF measurement.

PLIF
RUN C

y=3 mm
NT.R'r,RQ

(ppm *")
3.8

13.4
29.5
37.8
43.4
50.9
47.8
55.6
49.9
53.2
45.7
42.7
32.9
17.4
4.4

PLIF PLIF PLIF PLIF PLIF PUF PLIF PLIF PLIF
RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C RUN C

y=4mm y=Smm y=6mm= y=7mm y=8mm!y=9mm y=11mm y=13mm y=15mm
N'T, RT.RQ NT, RT.RQ NT, RT,RQ NT,RT,RO NT, RT,RQ N'T,RT.RQ N'r,Frr.Ra NT,m',Ra Nr.m'.na
(ppm"') (ppm"') (ppm"') (ppm"**) (ppm*") (ppm"') (pom"') (ppm"*) (ppm ".°)

11.0 27.3 34.6 38.0 44.4 52.6 64.0 64.3 62.1
19.2 31.5 43,3 40.1 46.0 52.7 69.0 66.0 58.2
31.5 43.4 40.7 41.0 52.0 51A 58.1 59.5 58.3
38.9 48.1 51.1 45.0 50.6 57.8 58.4 58.0 61.7
41.3 48.9 46.9 47.5 51.8 51.1 51.6 56.1 52.9
50.0 54.4 54.0 50.0 49.5 57.7 53.6 51.7 53.6
51.4 56.2 52.7 47.1 47.3 61.0 56.3 55.4 46.4
49.2 57.5 55.2 49.3 50.6 59.1 58.2 51.4 47.9
54.4 61.1 57.2 54.1 55.2 58.1 53.6 50.3 47.8
51.8 60.8 59.5 52.4 61.6 55.5 59.2 44.9 49.3
50.4 53.6 52.3 46.9 54.2 56.9 53.0 52.7 43.6
38.7 45.8 49.3 46.1 44,3 46.8 48.8 44.5 39.7
32.9 37.7 37.5 33.6 35.7 42.1 40.0 41.4 36.8
17.6 23.4 20.3 22.8 23.3 22.9 25.7 26.4 24.4
7.4 9.2 8.4 10.2 10.7 13.7 11.3 10.7 10.2
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